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Flow Chart

Deployment Made Easy Flow Chart
This flow chart is a navigational aid for using this Deployment Guide. 
Follow the chart through the Campus Module then select the module you want to implement.

New or 
existing

LAN or WAN? 

Start Here

Read Architectural 
Overview 

 

End 

Read Campus Module. 
Implement needed sections (Core, Server 

Room, Access, QoS) 

Add module to 
Campus 

Add 
Additional Module?

Does the network 
support the requirements 
as stated in the overview 

section?  

Select and read
Module 

WAN and Branch 

Unified 
Communications

Wireless 

Security 

Future 

Teleworker/Mobile 
Worker 

Application 
Acceleration 

3



Introduction

A Blueprint for Deployment Made Easy 

We had one guiding principle with this new 
architecture designed by Cisco: Ease of Use.

For our Cisco partners servicing customers with 
250-1000 connected users, we have designed an 
“out-of–the-box” deployment that is simple, fast, 
affordable, scalable, and flexible. We have designed 
it to be easy. Easy to configure, deploy, and manage.

The simplicity of this deployment, though, belies the 
depth and breadth of the architecture (and that’s the 
point). Based on feedback from many customers 
and partners, Cisco has developed a solid network 
foundation with a flexible platform that does not 
require re-engineering to Network or User services. 
So whether you are adding advanced services dur-
ing or after the core network deployment, time and 
expense won’t be wasted reconfiguring what could 
have been configured to work with these services in 
the first place. 

In a nutshell, this deployment has been architected 
to make your life a little bit—maybe even a lot—
smoother. This architecture:

•	 Provides a solid foundation 

•	 Makes deployment fast and easy

•	 Accelerates opportunities for Cisco partners to 
provide additional services

•	 Avoids the need for re-engineering of the core 
network 

Using this Deployment Guide
To reflect our ease-of-use principle, this guide is 
organized into modules. You can start at the begin-
ning or jump to any module. Each part of the guide 
is designed to stand alone, so you can deploy the 
Cisco technology for that section without having to 
follow the previous module. Here is the breakdown:

The Deployment Guide starts with an Architecture 
Overview. It covers the basics of the deployment 
guide, the value for you and your customer, and the 
broad stroke features and benefits of this compelling 
design.

The next module covers Global Configuration. 
These are the elements that are universal among 
many, if not all, of the devices in the solution. 
Examples of this include Secure Shell (SSH) setup 
for secure remote management or Simple Network 
Management Protocol (SNMP) for monitoring and 
troubleshooting. Additionally, it covers the network 
management tools to configure, monitor, and trouble-
shoot this design.

The Campus Module covers how to deploy the Cam-
pus, Access, and Server Room networks. Quality of 
service (QoS) is also covered in the Campus module 
because it is a critical service that must be enabled 
on the base architecture to ensure a multitude of 
applications, such as real-time voice, high-quality 
video, and delay-sensitive data, is able to coexist on 
the same network. 

The Wide-Area Network (WAN) Module includes 
the campus WAN edge, its connectivity to remote 
locations (branches), and network infrastructure at 
those locations.

The Wireless Module covers the wireless infrastruc-
ture for the campus and its use for employees to 
access the intranet and Internet and guest users to 
access the Internet.

The Security Module focuses specifically on the 
deployment of advanced security services such as 
firewalls, intrusion detection to protect information 
assets, and also the secure remote access configuration 
for teleworkers and remote mobile workers. Because 
security is such an important element in the design, 
it will be covered in multiple sections.

The Unified Communications (UC) Module shows 
you how to deploy Cisco® UC/IP telephony on top 
of the network foundation without re-engineering 
the core network. Many customers deploying data 
networks are looking to add voice over IP or IP tele-
phony to their network—and this ease-of-use guide 
enables quick deployment of this service.

The WAN Optimization Module shows you how to 
optimize the bandwidth between a branch and main 
office, thereby ensuring economical use of your IT 
resources.

And last but not least, the Appendix provides the 
complete list of products used in the lab testing of 
this design. A companion guide to this document, 
“Smart Business Architecture for Midsize Networks 
Configuration Files Guide,” can be found on Cisco.
com. It has the specific product configuration files 
used in the test lab.

The Purpose of this Document
This is a deployment guide for Cisco partners and 
Cisco Systems®, Inc. Engineers whose customer 
base has 250-1000 connected users. It is meant 
for the Systems Engineers who will be deploying 
Cisco solutions at customer locations. It provides 
engineers step-by-step instructions to deploy these 
solutions. Because Cisco is delivering a modular 
architecture, you can deploy exactly what the cus-
tomer needs quickly and efficiently. 
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A Blueprint for Deployment Made Easy 

Design for Customers who 

•	 Have 250-1000 connected employees

•	 Have up to 20 branches with approximately 20 employees each

•	 Require a solution for teleworker and mobile worker

•	 Require security for corporate resources

•	 Need wired and wireless network access for employees

•	 Require wireless guest access

•	 Require solutions for wired and wireless voice access

•	 Have external facing applications, which are hosted off-site

•	 Have a server room where internal business applications are located

•	 Want to reduce cost by optimizing WAN bandwidth

•	 Have IT workers with CCNA or equivalent experience

•	 Want the assurance of a tested solution 

•	 Require a migration path for growth
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Architectural Overview
The products and priorities for this design were 
based on requirements from customers, partners, 
and Cisco field personnel. The Architectural Over-
view below describes the selection criteria and the 
products selected. Your business requirements may 
be different from those in this deployment guide, in 
which case the product selection may not exactly 
match your needs. Please contact an authorized 
Cisco partner or representative to validate any 
changes to this design that you plan to deploy.

Network Architecture Baseline

Headquarters
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Architectural Overview 
From the beginning, one of the primary concepts  
of this design has been the “modular concept.”  
The deployment process was divided into modules 
according to the following principals:

•	 Ease of use: A top requirement was to develop 
a design that could be deployed with the mini-
mal amount of configuration and day-two  
management.

•	 Cost-effective: Another critical requirement in 
the selection of products that would meet the 
budget guidelines for a company of this size. 

•	 Flexibility and scalability: As the company 
grows, so too must its infrastructure. Products 
selected needed to have the ability to be repur-
posed within the architecture.

•	 Reuse: The goal, when possible, was to reuse the 
same products throughout the various modules 
to minimize the number of products required  
for spares.

The following section includes a list of products and 
the specific reasons for their selection based on the 
guiding principles outlined above.

Campus Module
The network core, as the hub of communications 
between all modules in the network, is one of the 
most important modules in the design. Although 
there are multiple Cisco products that can provide 
the functionality needed in the core—primarily fault 
tolerance and high-speed switching—this architec-
ture provides flexibility so that the infrastructure can 
grow with the company.  

In the design, two options are provided: The first 
option is for 250-600 users supported by a resilient 
core stack design using the Cisco Catalyst® 3750 

switch. The second option is for 500-1000 users sup-
ported by a resilient Cisco Catalyst 4507R chassis 
equipped with dual supervisor modules. 

Both provide the required fault tolerance and capac-
ity. Another critical factor is port density, the number 
of physical ports needed to connect other devices 
from the other modules. The design is meant as a 
guideline. The actual product you select should be 
driven by your specific needs.

250-600 Users

The Cisco Catalyst 3750 product line is a fixed-port, 
stackable, Gigabit Ethernet switch that provides 
redundancy via the StackWise® technology. Further 
discussion is provided later in the Core module.

The Cisco Catalyst 3750 switch provides both Layer 
3 and Layer 2 switching capabilities and is config-
ured to route traffic between other modules in the 
campus network. In the future, should a business 
require more port density in the core or a move to a 
split core and aggregation/distribution layer, the cur-
rent Cisco Catalyst 3750 switch can be repurposed. 
The dual function means it can also be reused in the 
server room or campus as an access switch. In the 
design validation, Cisco used a pair of stacked Cisco 
Catalyst 3750G-12S-E switches that use Small Form-
Factor Pluggable transceivers, allowing for a port-
by-port option of either twisted pair or fiber optic 
cables. In addition, the Cisco Catalyst 3750 stack 
provides in-service additions of stack members 
to add more port capacity. This ensures maximum 
availability and minimal downtime.

500-1000 Users

A design to support more users requires more ports 
and additional switching capacity to connect to the 
additional campus access switches. For this design 
we have selected a resilient Cisco Catalyst 4507R 
switch equipped with dual supervisor modules that 

provide the fault tolerance needed in the core. Its 
flexible chassis design allows for different line cards 
to match the number of uplink ports required.

Server Room and Campus Access
Both the server room and the campus access have 
the primary responsibility of connecting devices to 
the network. The main difference is the requirement 
in the campus access for Power over Ethernet (PoE). 
We have selected two product lines from which to 
choose: the Cisco Catalyst 3560 and Cisco Catalyst 
3750 switches.

The Cisco Catalyst 3560 switch is an economical, 
nonstackable, Fast Ethernet or Gigabit Ethernet 
fixed-port product line that provides flexibility and 
features for many access-level switching environ-
ments. It comes in PoE and non-PoE versions. The 
Cisco Catalyst 3750G switch is a stackable Gigabit 
Ethernet fixed-port product line with higher overall 
capacity because of its 32-Gbps backplane and 
StackWise technology. 

Both Cisco Catalyst 3560 and Cisco Catalyst 3750 
switches include 10/100/1000 ports with PoE. While 
a PoE-capable device is not required in the server 
room, the marginal cost difference ensures a single 
product line can be used across multiple modules 
and repurposed as the infrastructure grows. 

Why select a PoE-capable switch? PoE supports IP 
telephony, wireless access points, security cameras, 
and other low-power devices. PoE enables devices 
to be powered in a location using the twisted-pair 
cable without the expense of installing or modifying 
the building power in locations (such as in ceilings 
for installing cameras and wireless access points 
[AP], for example). Including PoE in the switch future 
proofs the network for the addition of these tech-
nologies without the need for the added cost of 
re-engineering the network foundation. While the 
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configurations are different, the management and 
ability to use a single product line between multiple 
modules lowers operational expenses.

WAN Module
The headquarters WAN is the point of connection 
between the main office and remote branch loca-
tions. In this design, the WAN assumes that private 
and secure connections are provided by a service 
provider. While the design includes Internet access, 
the Internet is not used for connectivity between loca-
tions. The WAN interconnects all locations and aggre-
gates traffic for the Internet at the headquarters.

When selecting a device, Cisco also considered 
the ability to support additional functions and ser-
vices. Beyond the primary function of routing traffic 
between locations, the device may need to support 
voice media and gateway services in addition to opti-
mization and security functions through the expan-
sion capabilities provided by plug-in modules.

Given all these requirements, the Cisco 3845 Inte-
grated Services Router (ISR) was the clear choice. 
The Cisco 3845 ISR is a flexible, modular platform 
enabling high-speed routing and other services, 
such as voice, for connectivity needs between the 
campus/headquarter and remote branch locations.

The remote branch locations need to support up to 
20 users with computers, IP phones, and wireless. 
The computers will be using desktop applications as 
well as email and other company applications, which 
are accessed over the WAN to the server room at the 
headquarters. The IP phone system also needs to be 
supported through the WAN. The local switch should 
support PoE for the IP phones and wireless AP, so 
they do not require external power.

In addition, QoS and WAN optimization offer cost 
savings by efficient use of the LAN and WAN. Addi-
tionally, threat mitigation security measures are pro-

vided as remote workers often have laptop comput-
ers that are placed on unsecure networks. 

The Cisco 2811 ISR is the platform that meets the 
requirements for connecting the branch via the WAN 
back to the headquarters. It provides integrated 
services with the Intrusion Protection System (IPS), 
Advanced Integration Module (AIM) for security, and 
Wide-Area Application Services Network Module 
(NM) for optimization of data, voice, and video over 
the WAN. 

For computer, IP phone, wireless AP, and other office 
network connectivity, the Cisco 3560G (either 24 
or 48 ports), is the product selected at the branch 
for this design. It enables simple network access 
plus the required PoE. In keeping with the principle 
of ease of use, it has the same command set as 
the Cisco Catalyst 3750 switches and other Cisco 
Catalyst 3560 switches used in the campus, keeping 
deployment and operational cost to a minimum.  

The final device is the wireless AP. In this design, the 
Cisco AIR-LAP1140 Series was chosen as it is a PoE-
capable product that can be centrally managed from 
the headquarters using a wireless LAN controller. 

Security Module
Within the design, there are many requirements and 
opportunities for security features. The deployment 
guide has already covered a few, including IDS on 
the WAN and branch, VPN software and hardware for 
the mobile teleworker and small office or home office 
(SOHO) worker. There is also a certain level of secu-
rity at the access port level where office devices are 
connected to the switch; this will be covered in more 
detail in the individual modules. 

At the headquarters, there is another layer of secu-
rity to protect the business information assets. 
These devices provide direct and indirect protection 
against potential threats.

The first product in the headquarters security perim-
eter is the Cisco ASA 5510. The ASA 5510 is a hard-
ened multifunction device providing firewall capabil-
ity, VPN, and SSL VPN access for remote/mobile 
users. It also has a slot for an additional services 
module, and in this design, the additional services 
module added is the IPS module. 

IPS SSM Functionality

The IPS module adds the ability to inspect application 
layer data for attacks and block malicious traffic.

The indirect security is established by the use of 
intrusion detection. This is a passive method for mon-
itoring threats. Once a threat is detected, mitigation 
steps can be taken. The Cisco IPS 4200 Series allows 
the company to continuously monitor the network 
traffic for potential threats. When a threat is detected, 
an alert can be sent to the appropriate resource, and 
an action can be taken to resolve the issue.

Teleworker and Remote worker
The foundation for both teleworkers and remote 
workers is the use of virtual private network (VPN) 
technologies. 

Remote mobile workers use hotspots in coffee 
shops, hotels, airports, and other locations to access 
the Internet. Once the mobile worker is connected 
to the Internet, they can use a software VPN client 
to gain secure access to company resources. Cisco 
provides a software VPN client for this purpose. 

Teleworkers are users that work from a primary 
location that is neither the main office nor a remote 
branch. This location is typically a home office. Most 
teleworkers’ activities don’t warrant the cost of a 
dedicated WAN connection to the main office, but 
still have many of the connectivity requirements 
of the branch or office worker. Therefore, connect-
ing back to the main office via the Internet is more 
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tions. The second is the Cisco Unity® Connections. 
Unity connections provide services such as voice-
mail for 1000 users, voicemail integration with your 
email inbox, and many other productivity features.

Because UC applications, such as IP telephony and 
voicemail, have different processing and storage 
requirements based on the number of users and 
the features applied, it is important to select the 
appropriate platform based on expected usage. This 
design recommends the Cisco Unified Communica-
tions MCS 7835 and the Cisco Unity Connections 
MCS 7825.

Wireless Module
As the work environment becomes more mobile, 
the needs of companies are changing—and Cisco 
technology and products are evolving to meet 
those needs. With a focus on the expanding wire-
less capabilities, Cisco recommends using a wire-
less mobility network for voice and data services in 
order to provide data connectivity for employees, 
voice connectivity for wireless IP phones, and 
wireless guest access for visitors to connect to the 
Internet.

Utilizing a Wireless LAN Controller approach sim-
plifies deployment, security and operations  when 
compared to multiple standalone Access Points. 
In addition guest access, client management, AP 
management, upgrade, rouge AP detection and 
performance monitoring all become centralized. 
In addition the WLC approach provides the foun-
dation for advanced wireless mobility features, 
services and scalability.

WAN Optimization Module
Remote branch locations must connect back to the 
main office. This connectivity affects the bottom line 

of a business and, therefore, it’s critical to maximize 
its usage for cost-effectiveness. In the last three to 
four years, a new class of product, called WAN Opti-
mization, has allowed greater amounts of voice and 
data to traverse these links without incurring the addi-
tional cost of buying more bandwidth. Similar to the 
UC module, the ability to add WAN Optimization with 
minimal cost and effort is an essential requirement.

The choice is Cisco Wide-Area Application Services 
(WAAS) software. WAAS runs on a variety of devices 
that are selected based on specific performance 
requirements of applications, WAN links, and number 
of users.

The WAAS solution is comprised of three compo-
nents, an application acceleration device at each 
branch location, an application acceleration endpoint 
at the headquarters that acts as a collection point for 
the remote locations, and a Central Manager that is 
the control point for the entire WAAS solution. In the 
lab, we used a Cisco Wide-Area Engine (WAE) 502 
NM within the router at the branch, a Cisco WAE 512 
appliance for the application acceleration endpoint 
at the headquarters, and a Cisco WAE 512 as the 
central manager at the headquarters.

Please refer to the WAAS Configuration Guide on 
Cisco.com or contact a Cisco WAAS specialist when 
designing your WAAS solution to ensure optimal 
performance.

economical, but the Internet is inherently insecure. 
They need to connect a computer, IP phone, and 
perhaps a printer and wireless AP at their location. 
The teleworker needs a secure connection and ports 
for their networked office equipment, which includes 
PoE for their IP phone and AP.

The Cisco ASA 5505 is a perfect match for this situ-
ation. It is an economical, full-functioning firewall with 
eight 10/100 ports (two of which are PoE) to support 
an IP phone and/or AP. The Cisco ASA 5505 also 
provides a hardware-based VPN for secure con-
nections from the teleworker location back to the 
headquarters. The device can be preconfigured 
before being shipped to the teleworker location. It 
is both simple to use and deploy while providing the 
required security.

UC/IP Telephony Module
Companies are looking to maximize the return on 
investment in their data network infrastructure. 
One of the more widespread technologies being 
deployed is IP telephony. IP telephony is basically 
the migration of the old standalone phone switch to 
a software-based switch—and the use of the data 
network as the physical transport for voice communi-
cations, rather than a separate cabling plant for data 
and voice communications. The market category that 
defines IP telephony and other forms of communica-
tions, including video, is known as unified communi-
cations (UC). This design ensures all modules sup-
port Cisco UC solutions from the onset. Therefore, 
no additional work or re-engineering of the network 
foundation is required to add Cisco UC, specifically 
IP telephony, to this design.

Cisco’s Unified Communications has two soft- 
ware components. The first is the Cisco Unified 
Communications Manager. The communications 
manager is the hub for interconnecting and manag-
ing IP telephony and other communication applica-

TECH TIP: Any underlined command is 
wrapped to fit this document's format and 
should be entered at the command line as 
one complete command.
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Global Configuration Module

Technology Overview 
Within the Midsize Networks design, there are some 
settings that are common across multiple systems. 
There are also system settings that simplify and 
secure the management for the solution. This module 
provides recommendations for those settings. The 
actual setting and values will depend on your current 
network configuration. Please review all settings and 
configuration changes before submitting them.

For reference, the configuration files for the products 
used in this deployment guide are in the Appendix.

Each section and module in this deployment guide 
contains commands or screens meant to guide the 
reader through the steps to configure a specific 
product. In most cases, the command or screen is 
preceded by a description of what the command or 
screen is used for.

Text in italics and colored to match the specific mod-
ule are commands to be entered at the command 
line of a product. There are also some “boot wizards.” 
These are command line step-by-step instructions 
that walk the user through the configuration of a spe-
cific product and require a console connection. 

Please read through each module before attempt-
ing the installation so you are fully familiar with the 
commands and design and their potential impact to 
your network.

System Administration

Usernames and Passwords

Password encryption should be enabled. Adhere to 
your corporate standards to address compliance 
requirements with both internal and external guide-
lines and regulations.

!Set password and encrypt 
enable secret [password]
!
service password-encryption

Each device is directed back to the same system 
for its internal clock synchronization. The devices 
should be set to your local time zone.

!Synchronize system clock and local time zone
clock timezone UTC -8
clock summer-time UTC recurring
!

Set VLAN Trunking Protocol to transparent. This for-
wards VTP information from other switches, but does 
not incorporate VTP updates in the local database. 
Switches in transparent mode are not active mem-
bers of a VTP Domain. They store their own VLAN 
configuration in NVRAM.

vtp mode transparent

Unidirectional Link Detection (UDLD)
UDLD is a Layer 2 protocol that enables devices con-
nected through fiber-optic or twisted-pair Ethernet 
cables to monitor the physical configuration of the 
cables and detect when a unidirectional link exists. 
All connected devices must support UDLD for the 
protocol to successfully identify and disable unidi-
rectional links. When UDLD detects a unidirectional 
link, it disables the affected port and alerts you. 
Unidirectional links can cause a variety of problems, 
including spanning-tree loops, black holes, and non-
deterministic forwarding. In addition, UDLD enables 
faster link failure detection and quick reconvergence 

of port trunks, especially with fiber, which can be 
susceptible to unidirectional failures.

In normal mode, if the link state of the port is deter-
mined to be unidirectional, then the port will con-
tinue to forward traffic normally but will be marked 
as “undetermined.” The port will cycle through the 
regular Spanning Tree Protocol states and will con-
tinue to forward traffic. In aggressive mode, the port 
will enter “errdisable” state and will be effectively 
shut down. To recover from “errdisable,” you have to 
shut down and restart the port by issuing the shut 
and no shut commands. UDLD does not function any 
differently for either mode. The same messages are 
sent and the same messages are expected to be 
received. The modes only differ in the way that UDLD 
reacts to a unidirectional link failure. 

udld aggressive

SSH
It is recommended that you enable SSH for remote 
management. Set SSH to version 2 as it is more 
secure than version 1 and is supported by most  
SSH clients.

When enabling SSH, you will need to generate RSA 
Keys. The following is an example of the commands 
to enable SSH and secure the access request via an 
access list.

ip domain-name [domain name] 
Ip ssh version 2
crypto key generate rsa general-keys modulus 
2048

TECH TIP: All IP addresses, VLAN 
numbers, and other specific values used in  
the configuration guide are for example  
purpose only.

TECH TIP: Text in italics and colored to 
match the section are commands to be 
entered at the command line. 
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Global Configuration Module

Secure authentication can be enabled either locally 
or using an authentication server. Again, it is best to 
adhere to your company policies.

line vty 0 15
  login local
  transport input ssh
  access-class 55 in

access-list 55 permit 192.168.28.0 0.0.0.255

Domain Name Services
Using a fully qualified domain name rather than the IP 
address ensures access to the network, services, and 
specific devices even if the IP addresses change. It 
is also required for the IP telephony gateway. In our 
configuration, we added DHCP services in the core. 
Below are two examples of the pools of IP addresses 
for “access” clients and “voice” clients, including the 
domain name and DNS server IP to enable DNS ser-
vice. Option 150 in the voice pool is a specific con-
figuration command defining default gateway and the 
TFTP Server IP Address for voice services.

ip dhcp pool access
   network 192.168.8.0 255.255.255.0
   default-router 192.168.8.1
   domain-name [cisco.com]
   dns-server 192.168.28.10

ip dhcp pool voice
   network 192.168.12.0 255.255.255.0
   default-router 192.168.12.1
   dns-server 192.168.28.10
   option 150 ip 192.168.28.20 192.168.28.21
   domain-name [cisco.com]

Vlan14	 HQ Wireless Voice	 192.168.14.0/24 
Vlan16	 Wireless Guest	 192.168.16.0/24 
Vlan28	 Server Farm A	 192.168.28.0/24 
Vlan29	 Server Farm B	 192.168.29.0/24 
Vlan31	 Core Routing	 192.168.31.0/24

Branch 
Vlan64	 Wired Data 	 192.168.64.0/24 
Vlan65	 Wired Voice 	 192.168.65.0/24 
Vlan69	 Wireless Data 	 192.168.69.0/24 
Vlan70	 Wireless Voice 	 192.168.70.0/24

Network Management
Within this design there are a variety of devices from 
switches and routers to various appliances and mod-
ules. Most of the products rely on a command-line 
interface (CLI) for initial boot and startup configura-
tion. Once the product is up and running from the 
initial boot configuration, many also provide a GUI. 
The extent to which each device can be configured 
after the initial boot setup from a GUI varies product 
by product. 

There are also a number of third-party tools available 
for day-two management. Once you have completed 
the deployment, these tools provide critical informa-
tion in monitoring the network and applications and 
troubleshooting any problems that may arise.

HTTP Access 
These enable the use of the web-based GUI for both 
standard HTTP (TCP 80) and HTTPS (TCP 443).

ip http server
ip http secure-server

Each device is directed back to the same system for 
its network time synchronization. The devices should 
also be set to your local time zone.

Setting Spanning Tree 
The design ensures there are no loops, but if any 
physical or logical loops are accidentally configured, 
the spanning-tree commands will ensure no actual 
routing loops occur.

spanning-tree mode rapid-pvst
spanning-tree extend system-id
spanning-tree vlan 1-1005 priority 24576

For network management, each device has a read 
only (cisco) and read write (cisco123) SNMP commu-
nity defined. SNMP version (2c) was used.

snmp-server enable 
snmp-server community cisco RO
snmp-server community cisco123 RW

VLAN Configuration
VLAN configuration has been simplified by matching 
the VLAN number to the IP subnet.

Headquarters

Vlan1	 Management	 192.168.1.0 
Vlan8	 HQ Data	 192.168.8.0/24 
Vlan10	 HQ Wireless Data	 192.168.10.0/24 
Vlan12	 HQ Voice	 192.168.12.0/24 

Notes

TECH TIP: Secure versions of terminal 
and web access methods exist and should 
be used when possible (for example, SSH to 
replace telnet and HTTPS to replace HTTP).

TECH TIP: If you only want to allow 
secured access to the switch web interface, 
remove the command “ip http server”
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Technology Overview
One of the most exciting advancements in this mod-
ule is the resilient core design. This design diverges 
from current Core/Distribution/Access local-area 
network (LAN) models in several ways and, as shown 
in the diagram, the major change is in the core of 
the network. Instead of a pair of core boxes, there is 
a Resilient core. Physically, the core can be a stack 
of Cisco Catalyst 3750 switches or a highly avail-
able Cisco Catalyst 4507R switch. It is important to 
note that even though the core appears as a single 
device for configuration and to other devices in the 
network, it is a fully resilient design. The Cisco  
Catalyst 3750 stack has independent power and 
processors for each switch in the StackWise stack 
and the Cisco Catalyst 4507R switch has redundant 
supervisors, line cards, and power. Additionally, 
growth of the core is easily accomplished without 
the need for an outage by adding line cards to the 
Cisco Catalyst 4507R switch or by adding switches 
to the Cisco Catalyst 3750 stack.

Dual Core Design
If the same VLAN is used across multiple access 
switches, then Spanning Tree Protocol has to be run 
to prevent Layer 2 loops in the network. Spanning 
tree has two main drawbacks: it has a slow recovery 
time when compared to other technologies; and 
to prevent loops, it has to block one of the Gigabit 
Ethernet links from the access layer, thus cutting 
the available bandwidth in half. To avoid the longer 
spanning-tree recovery times, it is possible to only 
carry the VLAN from the access to the core and to 

not trunk the VLAN between the two core switches, 
creating a “V” design so there is no looped topology. 
This allows for faster failure recovery, but it means 
that you have to configure separate VLANs for each 
access switch. In the past, this was an acceptable 
solution. But today, with voice and data VLANs for 
wired and wireless traffic, the number of VLANs and 
subnets that need to be configured can get large 
and unwieldy fast. IPv4 hosts only support a single 
default gateway.

Resilient Core Design vs Dual Core Design 

With a dual core design, each access layer switch has 
an uplink to each core switch.

Dual Core DesignResilient Core Design
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There is no longer a looped topology, because the 
core only has a single link to each access switch, 
making a logical hub-and-spoke topology.

With a loop-free topology, no failures require 
Spanning Tree Protocol to reconverge and recov-
ery times are faster. Without loops, no uplinks are 
blocked; both links from the access switch to the 
core are load balanced via EtherChannel, so inbound 
and outbound data is split across the links for a 
more effective use of the links. It is also possible to 
increase the bandwidth to the access layer or server 
room by increasing the number of links in the  
EtherChannel to four or eight.

To make this single gateway address highly avail-
able, a first-hop redundancy protocol is used to 
make sure that the gateway IP is on a healthy switch. 
HSRP, GLBP, and VRRP are examples of first-hop 
redundancy protocols that are used to gain gateway 
redundancy. HSRP and VRRP are the most common 
FHRPs, but they only allow hosts on a VLAN to talk 
to one switch at a time, so the redundant link to the 
core does not carry any traffic. GLBP is a newer pro-
tocol that allows for some load balancing by splitting 
the outbound traffic between the two core routers. 
Return traffic, which is typically the majority of the 
volume, is not load balanced, so the benefit does not 
adequately address the needs of most systems.

The Benefits of Resilient Core
With the resilient core model, both uplinks from the 
access go to the core as a Gigabit EtherChannel link 
split across multiple blades if the core is a Cisco  
Catalyst 4507R switch, or switches if the core is a 
stack of Cisco Catalyst 3750 switches. To the core 
and access switch, this appears as a single link. 

The core only has a single logical interface for each 
VLAN from the access layer. This eliminates the 
need to run a first-hop routing protocol, reducing the 
complexity of the configuration. If the access layer 
is large and requires multiple switches, they can be 
stacked and the EtherChannel uplink can be split 
across switches in the stack to minimize the impact 
of a switch or link failure or a larger Cisco Catalyst 
4507R switch can be used in place of three or four 
stacked switches with a single chassis-based switch.

The server room switches can be stacked or sepa-
rate and are connected to the core via EtherChannel 
uplinks just like the access layer switches. Servers 
can be dual homed into two standalone switches or 
connected to separate member switches in a stack 
for high availability and load balancing with “NIC 
teaming” (802.3ad port channeling).

The Core Configuration
The resilient core design simplifies the core configu-
ration when compared to existing dual core models. 
Since the global configuration has been covered, we 
will now cover core-specific configuration only. The 
following is the core configuration for Cisco Catalyst 
3750 Series switches and should work on any model 
in that product line. The switches used in this design 
were two Catalyst 3750G-12S stacked. Also included 
are any changes that are needed to make the config-
uration work on a Cisco Catalyst 4507R Core switch.

Layer 2 Configuration
With a resilient core design, we have a hub-and-
spoke or star design. Even though we do not have 
spanning-tree blocking links in this design, the core 
should be configured to be root for all spanning-tree 
instances.

spanning-tree mode rapid-pvst
spanning-tree vlan 1-1005 root primary

Traditional Design with HSRP

Client Access
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Distribution

Interfaces Blocked

▲

▲

Server Room/
 Data Center

Campus Network
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Port configuration for connection to the WAN router:

interface Port-channel12
 switchport trunk encapsulation dot1q
 switchport trunk allowed vlan 31
 switchport mode trunk

interface GigabitEthernet [port number]
 switchport trunk encapsulation dot1q 

Only the VLAN that is used for LAN WAN intercon-
nectivity is allowed on this trunk; it is configured for a 
trunk so that later it is easy to add additional VLANs 
for future services.

switchport trunk allowed vlan 31
switchport mode trunk
mls qos trust dscp
auto qos voip trust 
channel-group 12 mode on
spanning-tree link-type point-to-point

For devices that are dual homed to the core for high 
availability, but do not connect via EtherChannel, like 
the firewalls, here is the configuration. No port chan-
nel is configured here because the firewalls each 
have a separate inside interface.

interface GigabitEthernet [port number]
 switchport trunk encapsulation dot1q

Core routing VLAN and guest VLAN are allowed to 
the firewall.

switchport trunk allowed vlan 16,31
switchport mode trunk
spanning-tree link-type point-to-point

EtherChannel links are provisioned from the core 
to the access layer and server farm switches, WAN 
router, and wireless LAN controller (WLC). When 
physically attaching devices to the core with an 
EtherChannel, is it important that the links be on 
separate switches in the core stack. For simplicity 
in the design, we channeled each port on the first 
Cisco Catalyst 3750 switch with the same port on 
the second Cisco Catalyst 3750 switch, so 3750-1 
interface Gigabit Ethernet 1/0/1 was put in the same 
port channel as 3750-2 interface Gigabit Ethernet 
2/0/1. In the CLI, EtherChannels are configured on 
interface port channels. It is recommended that you 
cable the devices together first before initiating the 
EtherChannel commands. The port channels for 
these links are configured as follows:

interface Port-channel1
 switchport trunk encapsulation dot1q

NOTE: The VLAN number used in this guide is for 
example purpose based on Cisco lab testing. The 
values you use may differ. Only necessary VLANs 
should be allowed on links (e.g., for access 1,8,12).

switchport trunk allowed vlan [VLAN]
switchport mode trunk

Here is the port channel configuration for the Cisco 
Catalyst 4507R switch:

interface Port-channel1
 switchport
 switchport trunk allowed vlan [VLAN]
 switchport mode trunk

The Cisco Catalyst 4500 Series does not need the  
command “switchport trunk encapsulation 
dot1q” and needs the command “switchport” 
because the ports are routed ports by default.

The port configuration is identical on the physical 
ports that make up the EtherChannel. Port chan-
nels  are associated with physical interfaces with the 
channel-group command. The following example is 
from the Cisco Catalyst 3750-12s switches used in 
the lab; in this configuration, the interfaces Gigabit 
Ethernet 1/0/1 and 2/0/1 were used.

The links from the core need to carry multiple VLANs 
in most cases. To accomplish this, 802.1Q VLAN tag-
ging is used. The switch port is configured as a trunk 
so it can carry several VLANs on one physical link, 
and the encapsulation type is set to dot1q. Limiting 
or pruning the VLANs that can exist on the link to the 
one that needs to exist on the switch on the other 
end is considered a best practice. This is accom-
plished with the “switchport trunk allowed vlan” 
command. 

interface GigabitEthernet [port number]
 switchport trunk encapsulation dot1q

These ports connect to an access layer switch so 
only access VLANs are allowed over the trunk. 

switchport trunk allowed vlan 1,8,12
switchport mode trunk
mls qos trust cos
auto qos voip trust 

Channel groups that span multiple switches in a 
stack must be set to “on.”

channel-group 1 mode on
spanning-tree link-type point-to-point

The Cisco Catalyst 4507R switch does not require 
“switchport trunk encapsulation dot1q” and 
does not support auto QoS on trunk ports.

TECH TIP: Spanning Tree Protocol should 
never be turned off. If a switch is cabled 
incorrectly or misconfigured, it could result 
in a loop that could cause a network outage.
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Layer 3 Configuration
EIGRP was chosen as the routing protocol because 
it is easy to configure, does not require a large 
amount of planning, and can scale to large networks. 
EIGRP routing configuration:

ip routing 
router eigrp 1

If there is another address space besides what is 
listed, then another network statement would be 
needed here.

network 192.168.0.0 0.0.255.255
no auto-summary
passive-interface default

All routing devices are connected to VLAN 31 in the core.

no passive-interface Vlan31

Multicast allows a single stream of data to be sent 
to multiple endpoints simultaneously and more effi-
ciently than unicast.

Multicast routing configuration:
ip multicast-routing distributed

On the Cisco Catalyst 4500 Series, use the command:

ip multicast-routing

Specify the interface that connects to the WAN as 
the PIM BSR and RP candidate. In this network it is 
Vlan31.

ip pim rp-address 192.168.31.1

Add the following command to all interfaces:

ip pim sparse-mode

If there is no external server for address assignment, 
an IOS DHCP server can be run on the core switch. 
This prevents the IOS DHCP server from assigning 
addresses 1-10 for network 192.168.8.0/24:

Here is an example of a single scope:

ip dhcp excluded-address 192.168.8.1 
192.168.8.10
ip dhcp pool access network 192.168.8.0 
255.255.255.0
default-router 192.168.8.1 
domain-name [cisco.com]
dns-server [DNS server IP]

If you are running an external DHCP server, you need 
the following command on the VLAN interfaces:

ip helper-address xxx.xxx.xxx.xxx

This represents the IP address of your external 
DHCP server.

Notes

TECH TIP: At the end of each section 
within a module, you may want to check 
the running configuration file against the 
configuration file in the appendix of this 
deployment guide to ensure accuracy of 
the configuration.
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Here is the configuration for the port channel. The 
VLANs allowed on the trunk are pruned to only the 
VLANs that are active on the access switch. ARP 
inspection and DHCP snooping are set to trust on 
the uplink ports as hosts do not plug directly into 
them so no inspection is needed.

interface Port-channel1
 switchport trunk encapsulation dot1q
 switchport trunk allowed vlan 1,8,12
 switchport mode trunk
 ip arp inspection trust
 ip dhcp snooping trust

The physical interfaces for the EtherChannel are 
configured as trunks with only the necessary 
VLANs allowed. QoS is trusted here since it is on a 
network link and not connected directly to a host. 

Technology Overview

Client Access

In this design, the access layer configuration is very 
simple. It was designed so that the same port con-
figuration can be used for a standalone computer, 
an IP phone, an IP phone with an attached computer, 
or wireless access point. For added security at 
the access layer, several port-level features have 
been enabled. Port security limits the number of 
MAC addresses that can be active on a single port. 

This protects against MAC flooding attacks. DHCP 
snooping prevents rogue DHCP servers from oper-
ating on the network and helps protect against DHCP 
starvation attacks. ARP inspection ties an IP address 
to a MAC address and protects against ARP spoof-
ing attacks. And IP source guard prevents attacks 
that use spoofed source IP addresses.

The access layer switch can be standalone or a 
switch stack. The connection from the access to 
the core is an EtherChannel. If there are multiple 
switches in a stack, the channel should be split 
across switches in the stack to improve high avail-
ability. If there are three or more switches in the 
stack, the uplinks should be on switches that are not 
stack master. To configure a switch to be the stack 
master, use the following command:

switch [switch number] priority 15

To make access port configuration easier, the 
switches support the range command. This allows 
you to issue a command once and have it apply to 
several ports at the same time. Since most of the 
ports in the access layer will be configured identi-
cally, it can save a lot of time. For example, the com-
mand: 

interface range gigabitethernet 0/1-24

would allow you to enter commands on all 24 ports 
(Gig 0/1 to Gig 0/24) simultaneously.

NOTE: There are variants of this command based on 
the type of ports and specific switch being configured.

To configure DHCP snooping and ARP inspection, 
there are a few global switch commands that are 
needed:

ip dhcp snooping vlan [VLAN range]
ip dhcp snooping

ip arp inspection vlan [VLAN range]

Client Access

Core/ 
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Client Access

Server Room/
 Data Center

Client Access

Wireless
Access Point

IP Phones
and Computers

Core/ 
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Tells the switch to trust the QoS markings from  
the phone:

mls qos trust device cisco-phone
mls qos trust cos
auto qos voip cisco-phone 

Shortens the time it takes for the port to go into a  
forwarding state:

spanning-tree portfast

Disables the port if another switch is plugged into 
the port:

spanning-tree bpduguard enable 
ip verify source 
ip dhcp snooping limit rate 100
 

Notes

TECH TIP: Ports that become error dis-
abled will not automatically recover and have 
to be manually enabled. To enable automatic 
recovery, use the global command 

errdisable recovery cause all

ARP inspection and DHCP snooping is also trusted 
because it is a network infrastructure connection.

interface GigabitEthernet [port range]
 switchport trunk encapsulation dot1q
 switchport trunk allowed vlan 1,8,12
 switchport mode trunk
 ip arp inspection trust
 mls qos trust dscp
 auto qos voip trust
 channel-group 1 mode on
 spanning-tree link-type point-to-point
 ip dhcp snooping trust

The host port configurations will support PCs, 
phones, or wireless access points. Inline power is 
available on switches that support 802.3AF for capa-
ble devices.

interface GigabitEthernet [port number]
 switchport access vlan [data VLAN]
 switchport mode access
 switchport voice vlan [voice VLAN]

Allows 11 MAC addresses to be active on the port; 
additional MAC addresses are considered to be in 
violation and their traffic will be dropped:

switchport port-security maximum 11 
switchport port-security

Sets the aging time to 2 minutes:

switchport port-security aging time 2

Restrict will drop traffic from MAC addresses that are 
in violation, but will not shutdown the port so an IP 
phone will still function:

switchport port-security violation restrict
switchport port-security aging type inactivity
ip arp inspection limit rate 100
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Server Room 
The server farm switches are connected to the core 
with an EtherChannel so that two Gigabit Ethernet 
ports combine to make a single 2-Gigabit channel. 
It is possible to increase the number of links to the 
core from the server farm to four or eight for more 
bandwidth if needed.

Here is the config for the EtherChannel to the core: 

interface Port-channel1 
 switchport trunk encapsulation dot1q

VLANs pruned to just the ones that are active in 
the server farm: 

switchport trunk allowed vlan 1,28-29
switchport mode trunk

interface GigabitEthernet [port numbers that match the vlans]
 switchport trunk encapsulation dot1q
 switchport trunk allowed vlan 1,28-29
 switchport mode trunk
 mls qos trust dscp
 auto qos voip trust
 channel-group 1 mode on
 spanning-tree link-type point-to-point

Here is a sample port configuration for server 
connectivity. The server ports trust the QoS 
marked by the server. This is required for UC serv-
ers in the solution and may be needed depending 
on the applications running on other servers:

interface GigabitEthernet1/0/1

Set the port to the VLAN that you want the server 
to be a member of:

switchport access vlan [vlan]
switchport mode access 
mls qos trust dscp
auto qos voip trust 
spanning-tree portfast
spanning-tree bpduguard enable

Server Room

Core/ 
Distribution

Client Access

Server Room/
 Data Center

Notes
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Application Layer 3 Classification Layer 
2 CoS

IPP PHB DSCP

IP Routing 6 CS6 48 6

Voice 5 EF 46 5

Interactive
Video

4 AF41
AF42

34
36

4

TelePresence 4 CS4 32 4

Locally Defined 
Mission-Critical 
Data

3 AF31 26 3

Call Signaling 3 CS3 24 3

Transactional
Data

2 AF21 18 2

Network
Management

2 CS2 16 2

Bulk Data 1 AF11 10 1

Scavenger 1 CS1 8 1

Best Effort 0 0 0 0

QoS Configuration
The network infrastructure QoS configuration for 
this design will be split into two sections: local-area 
network (LAN) and wide-area network (WAN). QoS-
specific configurations for other technologies that 
will utilize the network infrastructure will be covered 
in those respective sections.

Local-Area Network
The switches used in this design all use the following 
basic configuration commands: 

mls qos

Technology Overview
Quality of service (QoS) is an essential function of 
the network infrastructure devices used throughout 
this design. QoS enables a multitude of user ser-
vices and applications, including real-time voice, 
high-quality video, and delay-sensitive data, to 
coexist on the same network. In order for the net-
work to provide predictable, measurable, and some-
times guaranteed services, it must manage band-
width, delay, jitter, and loss parameters. Even if you 
do not require QoS for your current applications, the 
use of QoS for management and network protocols 
protects the network functionality and manageability 
under both normal and abnormal traffic conditions. 

The goal of this design was to provide sufficient 
classes of service to allow voice, interactive video, 
critical data applications, and management traffic 
to be added to the network either from the initial 
deployment or in later phases with minimum system 
impact and engineering effort. 

The following QoS classifications are applied through-
out this design. This table is for reference only.

This command enables QoS globally, within the 
switch, and must be enabled prior to any QoS com-
mands listed below. After mls qos has been enabled, 
the most effective way to configure QoS for plat-
form-specific best practices is to use one of the auto 
qos interface commands. For all wired access ports, 
we recommend using the cisco-phone version. This 
allows for an untrusted personal computer and/or a 
trusted Cisco® IP phone to be connected and auto-
matically sets QoS parameters:

auto qos voip cisco-phone

When this command is first applied, it will auto gen-
erate the mls global configuration, which includes 
QoS mapping and queuing configuration specific 
to the switch. Server farm switches will not normally 
have IP phones attached. Also, the default “trust” 
using this command is for class of service (CoS), 
which is not the typical method used by servers 
that classify their traffic. Therefore, for the server 
farm switches, we configure auto qos voip trust 
on the interface as this will auto generate the qos 
global commands. Then the default of trust CoS 
can be changed to trust DSCP as required on a per-
interface basis using the mls qos trust dscp interface 
command.

All interswitch interfaces trust DSCP. We configured 
mls qos trust DSCP on all access, server farm, and 
core interfaces that provide interswitch connections.

Before covering the (WAN) QoS, we should mention 
some specific requirements for other technologies 
deployed on the foundation network. The wireless 
access points (APs) for this design allow for their 
placement on any access port with autoconfiguration 
of IP address and the wireless LAN controller (WLC). 
However, the default QoS for access ports is to dis-
trust IP phone devices from vendors other than
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Cisco. Therefore, the AP access port QoS configura-
tion needs to be modified to the following:

NOTE: The specific port configured is based on 
where the AP is plugged in. 

interface GigabitEthernet1/0/3
 auto qos voip trust
 mls qos trust dscp

This interface configuration is the same for inter-
switch uplinks, switch to router links, wireless LAN 
controller, Cisco Unified Communications Manager, 
and Cisco Unity Connections appliances.

Wide-Area Network
Due the variety of WAN interfaces and service 
provider offerings, it is advised to consult with the 
service provider for specific configuration details 
for connecting to their WAN service. The following 
description will explain the basic concepts and how 
to provision bandwidth for future traffic needs. The 
following is a sample configuration that provides for 
Unified Communications (UC) of voice and video, as 
well as prioritizing interactive data traffic. The QoS 
configuration for the WAN provides five additional 
classes of service in addition to the default Best 
Effort class. These additional classes can be con-
figured even if there are no plans to use them in the 
immediate future, as the bandwidth assigned is still 
available for other traffic. To further simplify the con-
figuration in the design, the allocation of bandwidth 
is based on a percentage of the available interface 
or link speed.

The configuration is split into two parts: the first part 
maps QoS classifications to a class; the second part 
is then defined as a policy, which is then applied to 
the WAN interface. The first part is defined as follows:

class-map match-all Interactive-Video
match ip dscp af41  af42
class-map match-any Network-Control

match ip dscp cs6
match ip dscp cs2
class-map match-all Critical-Data
match ip dscp af21  af22
class-map match-all Call-Signalling
match ip dscp cs3
class-map match-all Voice
match ip dscp ef

The above example defines classes for voice traffic, 
Interactive Video (video conferencing), Network  
Control (network protocols and management traffic), 
and Critical Data (highly interactive, such as telnet, 
Citrix, and Oracle thin clients).

The second part of the configuration uses the class 
names and defines the maximum guaranteed band-
width allocated to each. One additional “default” 
class is also added that defines the minimum 
allowed bandwidth available for Best Effort traffic:

policy-map WAN
 class Voice
   priority percent 10
 class Interactive-Video
   priority percent 35
 class Network-Control
   bandwidth percent 10
 class Critical-Data
   bandwidth percent 15
   random-detect dscp-based
 class Call-Signalling
   bandwidth percent 5
 class class-default
   bandwidth percent 25
   random-detect

Normally, the sum of all the bandwidth allocations 
cannot exceed 75 percent, still allowing for 25 per-
cent availability for network traffic. However, this can 
be changed using the interface command:

max-reserved-bandwidth

Notably, ensuring sufficient bandwidth is defined in 

the Network Control class for correct operation.

On lower-speed circuits, below a T1 or E1, additional 
bandwidth can be saved for voice traffic by enabling 
header compression if the router CPU is sufficient. 
By enabling this, you reduce a low bandwidth voice 
call using the G.729 code from 24 kbps to approxi-
mately 11 kbps. Header compression must be 
enabled at both ends of the WAN circuit to function. 
The additional command is added to the Voice class 
within the policy:

class Voice
 priority percent 10
 compression header ip rtp

Bandwidth provisioning is a key feature that defines 
our QoS policy based on typical traffic patterns. 
Voice bandwidth will be covered in the Unified  
Communications section. Video has been defined 
as a placeholder for a later phase, and as there is no 
video traffic, the bandwidth will be available to other 
traffic classes.

When we transition from the WAN to the LAN, we 
need to keep the QoS classifications used at Layer 3 
(DSCP) consistent with Layer 2 (CoS) within the LAN. 
As the router at the campus is attached directly to 
the Core via Layer 3, there is no requirement there; 
however, at the branch where the router is con-
nected to the LAN using Layer 2, we need to add the 
following commands to the branch router and apply 
them to the interface attached to the switch:

policy-map Lan-Edge
 class class-default
 set cos dscp
interface FastEthernet0/0.64
 description Access Subnet
 encapsulation dot1Q 64
 ip address 192.168.64.1 255.255.255.0
 service-policy output Lan-Edge
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With the HWIC, either a T1 or E1 can be used, so it 
is necessary to specify the mode. This is achieved 
using:

card type t1 0 0

This is a global configuration command, where 0 0 
specifies the HWIC is in card slot 0 and WIC slot 0. 

Clocking for the router is configured to use Port 0 
on the T1/E1 HWIC. First, the card must be enabled 
to provide clocking, and then, the clock is selected 
with a priority of 1 (highest) using the following global 
configuration commands:

network-clock-participate wic 0
network-clock-select 1 T1 0/0/0

The following commands select port 0 on the HWIC 
as the source of the clock, which is set to be recov-
ered from the line, therefore, synchronizing to the 
service provider network. The second command may 
vary based on the service speed. In this deployment, 
however, the channel group command allocates all 
24 timeslots to a serial interface 0/0/0:0, which is 
created after issuing this command:

controller T1 0/0/0
 clock source line primary
 channel-group 0 timeslots 1-24

The resulting serial interface from the channel 
group command allows us to configure the address 
required for the WAN. In our case, the network sub-
net was 10.0.1.0/30:

interface Serial0/0/0:0
 ip address 10.0.1.1 255.255.255.252
 ip pim sparse-mode
 load-interval 30
 max-reserved-bandwidth 100
 service-policy output WAN

To enable dynamic routing, we used EIGRP with 
the same autonomous system number as the other 

Technology Overview
The routers selected in this deployment model have 
been chosen because of their ability to provide data, 
voice, and video connectivity between sites and their 
capacity for routing traffic. The deployment includes 
various WAN and voice interfaces, as well as additional 
capacities for security, Wide-Area Application Ser-
vices, and Cisco Unified Communications modules.

For the main site, a Cisco ISR 3845 was selected 
in order to provide the routing capacity to support 
twenty remote sites, each with T1/E1 connectivity 
speeds or below. The router at the main site can also 
provide Unified Communications media resources 
and gateway functions. Therefore, it was configured 
with sufficient DSPs and a dual T1/E1 HWIC, which 
supports WAN and PSTN PRI configurations using a 
single HWIC slot.

The branch site routers were selected based on the 
speed of the WAN being a T1/E1, support for a WAAS 
NM, IPS Security AIM, PSTN interfaces, and Media 
resources for Unified Communications (including 
the ability to support Unified Survivable Remote Site 
Telephony users). The Cisco ISR 2811 is the selected 
platform. Consistent with the main site, this router 
is provisioned with DSPs and a dual T1/E1 HWIC. If 
needed, the T1/E1 port can be used for PSTN PRI 
access to support Unified Communications.

NOTE: Any specific interfaces and IP addresses 
are examples based on the Cisco lab used to vali-
date the Deployment Guide. Your interfaces and IP 
addresses may differ.

WAN Router Interface Configuration
Due to the breadth of WAN service offerings and 
multitude of possible hardware and software con-
figurations, this deployment guide covers a generic 
example for a T1 /E1 leased line.

router and switches. Using the network command, we 
enabled EIGRP on all interfaces within the network 
range specified, all within this router: 

router eigrp 1
 network 10.0.1.0 0.0.0.255
 network 192.168.0.0 0.0.255.255
 no auto-summary

LAN Headquarters Router Configuration
The headquarters router is connected to the core 
switches, and both Gigabit Ethernet interfaces use 
EtherChannel for high availability. Each interface is 
connected to a different switch or blade in the core 
stack or modular switch.

LAN interface configuration is: 

interface Port-channel1
 no ip address
 hold-queue 150 in
!
interface Port-channel1.31
 encapsulation dot1Q 31
 ip address 192.168.31.2 255.255.255.0
!
interface GigabitEthernet0/0
 no ip address
 duplex auto
 speed auto
 media-type rj45
 channel-group 1
!
interface GigabitEthernet0/0.31
 channel-group 1
!
interface GigabitEthernet0/1
 no ip address
 duplex auto
 speed auto
 media-type rj45
 channel-group 1
!
interface GigabitEthernet0/1.31
 channel-group 1
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NOTE: The subinterfaces and IP addresses used 
in this guide are specific to this deployment guide. 
Please ensure you use the right router interfaces and 
IP addresses for your deployment.

In addition to the EtherChannel configuration, we 
are defining the LAN interface as a trunk interface 
(802.1q). Now, and possibly in the future, there may 
be a need for another VLAN for additional purposes, 
such as wired guest access. By defining the configu-
ration this way at the start, we can easily add further 
subinterfaces with minimum disruption. 

LAN Branch Site Router Configuration
The branch site router configuration is similar to the 
headquarters, except that there is no EtherChannel 
and there are more subinterfaces since the router  
is providing Layer 3 switching at the branch:

interface FastEthernet0/0
 no ip address
 duplex auto
 speed auto
!
interface FastEthernet0/0.64
 description Access Subnet
 encapsulation dot1Q 64
 ip address 192.168.64.1 255.255.255.0
!
interface FastEthernet0/0.65
 description Voice Subnet
 encapsulation dot1Q 65
 ip address 192.168.65.1 255.255.255.0

interface FastEthernet0/0.69
 description Wireless Access
 encapsulation dot1Q 69
 ip address 192.168.69.1 255.255.255.0

interface FastEthernet0/0.70
 description Wireless Voice
 encapsulation dot1Q 70
 ip address 192.168.70.1 255.255.255.0

The following configuration enables data, voice,  
wireless, and guest wireless access services  
at the branch. 

Notes
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Technology Overview
As the work environment becomes more mobile, 
the needs of companies are changing—and Cisco 
technology and products are evolving to meet those 
needs. With a focus on the expanding wireless capa-
bilities, Cisco recommends using a wireless mobil-
ity network for voice and data services in order to 
provide data connectivity for employees, voice con-
nectivity for wireless IP phones, and wireless guest 
access for visitors to connect to the Internet.

With ease of deployment one of the core goals, this 
wireless network design is secure and expandable 
and covers the headquarters and branch sites con-
nected via a WAN. It does not cover the radio fre-
quency (RF) design. 

What’s New

In the past, the simplest approach was to use stand-
alone access points (APs), yet each needed to 
be managed individually and lacked the ability to 
expand the functionality.

At the center of this new design is a Wireless LAN 
Controller (WLC) appliance that can be scaled to sup-
port the required number of APs to match the required 
coverage. For this design, Cisco recommends using 
a Cisco® 4400 Series that provides support for up to 
100 APs each. For simplicity, the design uses a single 
unit, although multiple units can be grouped to provide 
additional capacity and high availability. In our design, 
we specifically used the Cisco 4402 WLC, which has 
two Small Form-Factor Pluggable (SFP)-based distri-
bution ports that will be used to provide EtherChannel 
connectivity to the core switches or Cisco 4500 Series 
blades, and can be either copper or fiber, depending 
on distance and choice.

The APs used at the headquarters are Cisco 1140 
Series Lightweight Access Points with 802.11a/b/g/n 
support. Power is provided by standard PoE from 

the switches, allowing APs to be deployed without 
installing or modifying existing building electrical 
outlets (which is often the case as APs are typically 
mounted on the ceiling).

The APs selected for the branch are Cisco 1140 APs 
providing 802.11a/b/g/n. In normal conditions, they 
operate in Lightweight mode; if connectivity between 
the branch and the headquarters is down, they oper-
ate in Standalone mode. 

Deployment

The deploying of wireless mobility requires a 
RADIUS server for authentication and a DNS entry 
for the APs to locate the WLC.

At the headquarters, there will be campuswide data 
wireless LAN (WLAN) and a separate voice WLAN 
that will be terminated at the WLC.

Each branch site will also have its own data and 
voice WLANs that will terminate within the branch 
to avoid traversing the WAN when accessing local 
resources. A single guest WLAN is deployed for the 

headquarters and all the branch sites, which is then 
tunneled back to the WLC and onto a specific VLAN 
that connects to the Adaptive Security Appliance 
(ASA) providing secure access to the Internet. The 
guest WLAN has no wireless security and uses open 
authentication. Access to the Internet is controlled 
using web authentication that uses an expiring guest 
account created locally on the WLC.

After the WLC is physically installed and powered 
up, connect distribution port 1 and 2 into core switch 
1 and 2, respectively (or separate blades), and con-
figure an EtherChannel between them. The VLANs 
used in the following configuration are for HQ wire-
less data (10), HQ wireless voice (14), and wireless 
guest (16), with VLAN 31 being used for the manage-
ment and access point manager interfaces:

interface Port-channel11
 description WLAN Controller
 switchport trunk encapsulation dot1q
 switchport trunk allowed vlan 10,14,16,31
 switchport mode trunk

V
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Client Access
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Access Points
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interface GigabitEthernet1/0/11 and 2/0/11
 description WLAN Controller
 switchport trunk encapsulation dot1q
 switchport trunk allowed vlan 10,14,16,31
 switchport mode trunk
 srr-queue bandwidth share 10 10 60 20
 queue-set 2
 priority-queue out
 mls qos trust dscp
 auto qos voip trust
 channel-group 11 mode on
 spanning-tree link-type point-to-point

interface Vlan10
 description Data WLAN
 ip address 192.168.10.1 255.255.255.0

interface Vlan14
 description Voice WLAN
 ip address 192.168.14.1 255.255.255.0

interface Vlan16
 description Guest SET NO IP ADDRESS 
 no ip address

interface Vlan31
 description Network Services and WAN Router
 ip address 192.168.31.1 255.255.255.0
 

Use the following to deploy wireless mobility:

Management and AP-Manager VLAN is 31
Management Interface address 192.168.31.64/24
ap-manager Interface address 192.168.31.65/24
Default DHCP server address 192.168.1.1
Virtual Interface address 10.10.10.10
Mobility / RF group name = default
Initial SSID = CAB_Guest 

Next, using the console port and after powering up 
the WLC, you will be prompted by a setup script. 
The onscreen prompts are in italics and the answers 
entered are in bold.

After the initial hardware boot process is complete, 
you will see the following on the screen:

Welcome to the Cisco Wizard Configuration Tool

Use the ‘-’ character to backup

Would you like to terminate autoinstall? [yes]:no

Step 1: Enter a system name. 

System Name [Cisco_7e:8e:43] (31 characters 
max): HQ WLC

Step 2: Enter an administrator username and password.

NOTE: Do not use the username below. When 
entering the passwords, the characters echo back  
as “*” symbols.

Enter Administrative User Name (24 characters 
max): Admin

Enter Administrative Password (24 characters  
max): *****

Re-enter Administrative Password                 : *****

Step 3: Use DHCP for the service ports Dynamic 
Host Control Protocol (DHCP) address.

Service Interface IP Address Configuration [none]
[DHCP]: DHCP

Step 4: Enable Link Aggregation.

Enable Link Aggregation (LAG) [yes][NO]: yes

Step 5: Enter the IP address and subnet mask 
for the management interface (i.e., IP address 
192.168.31.64, netmask 255.255.255.0, default gate-
way 192.168.31.1, and VLAN 31).

Management Interface IP Address: 192.168.31.64

Management Interface Netmask: 255.255.255.0

Management Interface Default Router: 192.168.31.1

Management Interface VLAN Identifier (0 = 
untagged): 31

Step 6: Enter the default DHCP server for clients. 

(In this deployment guide, it is 192.168.1.1, which is 
the DHCP server configured on the Core switches. 
Alternatively, this can be a DHCP server address in 
the server farm.) 

Management Interface DHCP Server IP Address: 
192.168.1.1

Step 7: Enter the AP Manager address—this needs 
to be on the same subnet as the management inter-
face (i.e., 192.168.31.0).

AP Manager Interface IP Address: 192.168.31.65

The AP Manager Interface DHCP server defaults to 
the same as the Management Interface DHCP server. 
Select the default by pressing the enter key.

AP-Manager is on Management subnet, using  
same values

AP Manager Interface DHCP Server (192.168.1.1): 

Step 8: The virtual interface is used in our deploy-
ment for guest web authentication (i.e., 10.10.10.10).

Virtual Gateway IP Address: 10.10.10.10

Step 9: Enter a name that will be used as the default 
mobility and RF group (i.e., default). Select NO for 
Symmetric Mobility Tunneling.

Mobility/RF Group Name: default

Enable Symmetric Mobility Tunneling [yes][NO]: no

Step 10: Enter an initial SSID of Guest.

Network Name (SSID): Guest
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Step 11: Enter no to make clients use DHCP 
IP Addresses.

Allow Static IP Addresses [YES][no]: no

Step 12: Enter no to configure RADIUS as we will 
configure this later using the GUI.

Configure a RADIUS Server now? [YES][no]: no

The default WLAN security policy requires a  
RADIUS server.

Step 13: Enter the correct country code for the 
country you are deploying in. (Enter help to get a list 
of valid country codes.) 

Enter Country Code list (enter ‘ help’ for a list of 
countries) [US]: US

Step 14: Enter yes to enable all wireless networks. 
(802.11a will typically be used for wireless IP Phones, 
802.11b/g/n will typically be used for data.)

Enable 802.11b Network [YES][no]: yes

Enable 802.11a Network [YES][no]: yes

Enable 802.11g Network [YES][no]: yes

Step 15: Enable the WLC’s radio resource manage-
ment (RRM) auto RF feature by entering yes.

Enable Auto-RF [YES][no]: yes

Configure a NTP server now? [YES][no]: no

Configure the system time now? [YES][no]: yes

Enter the date in MM/DD/YY format: 12/01/08

Enter the time in HH:MM:SS format: 10:04:00

Configuration correct? If yes, system will save it 
and reset. [yes][NO]: yes

Configuration saved!

Resetting system with new configuration...

Before further configuration on the WLC, confirm 
that there is a Host entry for cisco-lwapp-controller 
with the ap-manager IP address in the DNS server 
specified in the DHCP pools or DHCP server scopes. 
(In this case, the DNS server is 192.168.28.10.).

Using DHCP for the IP address, netmask, gateway, 
and DNS server information, the AP will then use 
DNS to resolve cisco-lwapp-controller and estab-
lish a connection with the WLC to allow the enabling 
of the radios (they are disabled by default) and 
additional configuration. We recommend that you 
also define a DNS Host entry for the management IP 
address, although it is not required.

At the headquarters, the access ports, which are con-
nected to the APs, should use standard access switch 
port configuration with one exception. The default 
trust must be changed from CoS to DSCP by using 
the interface command mls qos trust dscp.

At this point, the WLC will save the configuration and 
reboot. When the onscreen prompt appears, enter 
the username and password used in Step 2. 

To verify the basic installation, use show port sum-
mary to confirm that both ports are up and enabled. 
Use show port summary to confirm that the IP 
addresses and VLAN for the AP Manager and man-
agement interfaces are correct. Notably, the port 
used by both is Link Aggregation Group (LAG), which 
groups the two distribution ports together so that 
they can provide load balancing and high availability 
to the two core switches configured for EtherChannel.

Once all is confirmed, it will be possible to access 
the WLC GUI by using a web browser through a cli-
ent connected to the wired network: 

https://192.168.31.64

You may also use a DNS name if you have added a 
Host entry for the management IP address.
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After logging into the web interface, we will be 
able to verify the basic health of the WLC on the 
Monitor>Summary page.

Please confirm that you saved the configuration (top 
right of the GUI) after any configuration steps.

This page shows the distribution ports that  
are up (green) and any APs that have established  
communications.

Wireless Guest Access
Below we present how to deploy a guest wireless 
network that allows visitors, with a guest username 
and password, to access the Internet at both head-
quarters and branch sites.

On the core switches, VLAN 16 was previously 
defined to trunk guest traffic specifically to the ASA. 
The VLAN interface on the core switch does not have 
an IP address as the default gateway for this subnet 
will be the ASA and does not allow access to the rest 
of the network. DHCP services and guest authen-
tication will be provided by the WLC. The “guest” 
account on the WLC expires after a predetermined 
length of time (default is 24 hours), after which a new 
authentication is needed using a newly created user-
name and password. 

For this deployment, we will be using the following 
information to configure Wireless guest access: 

VLAN 16
IP address 192.168.16.5
Netmask 255.255.255.0
Gateway 192.168.16.254
Primary DHCP Server 192.168.31.64
SSID CAB_Guest

Step 1: Confirm that VLAN 16 is allowed on the core 
switch interfaces connected to the ASA and WLC 
interfaces (VLAN 16).

Step 2: Configure an Interface on the WLC’s 
Controller page.
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Step 3:  Configure a DHCP scope on the WLC’s Internal DHCP server. 
(Controller>Internal DHCP Server) and set the status to Enabled. 

Step 4: Customize the Web Auth Login page (Security>Web Auth>Web 
Login Page)

Step 5: Configure the Guest WLAN

Add a new WLAN by clicking on the “New...” button on 
the WLANs page. 

Click apply. 
Set status to enable. 
Set Interface to the one defined in Step 2 (guest).  
Enable Broadcast SSID.
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Set AP Status to Enabled on every AP. 

With a wireless client, you can now test connectivity to 
the Guest WLAN. Without any security enabled, you 
should receive an IP address, and after opening a web 
browser, be prompted for a username and password. 
Enter the guest account username and password and 
Internet access will be available for 24 hours.

By default, all APs in the deployment will have the 
guest WLAN. If you wish to restrict the Guest WLAN 
to specific APs, please refer to the “Restricting 
WLANs” section later for configuration details.

The data and voice WLANs at the headquarters and 
the branch will authenticate clients against Active 
Domain (AD) accounts. To achieve this, we will use 
Microsoft’s Internet Authentication Server (IAS) to 
provide a RADIUS (Remote Authentication Dial In 
User Service) service.

Set Layer 3 Security to None. 

Check the Web Policy box to confirm that  
“Authentication” is selected.

Confirm that Local is the only method listed for 
Authentication of Web Auth users.

Step 6: Add a Guest user account (Security>Local 
Net Users).

Check the guest user box to allow the count to expire 
after 86400 seconds (1 day) and select the Guest 
WLAN profile.

We are now ready to enable the APs  
(Wireless>All APs).

Set Layer 2 Security to None.
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RADIUS
This requires: 

Step 1: Install IAS on a Windows Server.

Step 2: Open the Internet Authentication Service 
Management Console. 

Step 3: Using the Policy Wizard, add a “Wireless” 
policy with the group or users that will be allowed to 
connect to the wireless network (i.e., “Domain Users”).

Step 4: Using the RADIUS Client’s wizard, add a 
new client that will use the IP address (or DNS name) 
of the WLC management interface. You will need a 
shared secret in this step that will also be used when 
configuring the WLC RADIUS client.

On the WLC GUI, add a RADIUS server on the  
Security page.

In this example, IAS is installed on server 
192.168.28.10 (this is also the DNS server) and uses 
the same shared secret used in Step 4.
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All other settings are left at default.  
The following information will be used for the Head-
quarters Voice WLAN configuration:

VLAN 14
IP address 192.168.14.5
Netmask 255.255.255.0
Gateway 192.168.14.1
Primary DHCP Server 192.168.1.1

SSID CAB HQ Voice

Repeat Steps 1 and 2 again with the voice WLAN 
configuration information, but set the QoS to Plati-
num instead of Silver. 

In this deployment, we are using WPA2 and 802.1x 
Authentication.

Click apply. Set status to enable.
Set Interface to the interface name used in Step 1 
(hq-access).

The following section provides data and voice WLANs 
for company employees at the headquarters. Each 
WLAN will have security, QoS, and be authenticated 
against the previously configured RADIUS server.

The following information will be used for the Data 
Access WLAN configuration: 

VLAN 10
IP address 192.168.10.5
Netmask 255.255.255.0
Gateway 192.168.10.1
Primary DHCP Server 192.168.1.1

SSID CAB HQ Access

Step 1: Configure the Interface.

 

Step 2: Configure the WLAN.
Add a new WLAN by clicking on the “New...” button 
on the WLANs page. 

QoS for Data Access is left at the default of Silver 
(Best Effort).
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Branch Wireless 
Each branch site will have a site-specific Data and 
Voice WLAN, which is basically configured in the 
same way as the HQ WLANs with one fundamental 
difference.

At the HQ, the wireless users traffic is transported 
over LWAPP using the wired data VLAN to the WLC 
where it is switched out over the LAG Ports, which 
is a 802.1Q trunk into the resilient core as illustrated 
at the beginning of this module. If wireless traffic at 
the branch sites also behaved this way, the traffic 
between two devices within the branch is likely to 
be transported via LWAPP over the WAN to the WLC 
where it would be trunked into the core, to be routed 
back across WAN to its destination. This is especially 
a problem for Unified Communications as a wireless 
IP phone making a call out of the branch gateway 
would traverse the WAN twice, when in reality, it did 
not need to leave the branch at all. To resolve this, all 
but the guest WLAN in the branch will be switched 
locally by the APs in the branch; only the manage-
ment, control, and guest traffic will be transported 
via LWAPP to the WLC at the HQ. This mode of oper-
ation is enabled by switching the AP from local to 
H-REAP mode under the Wireless>AP menu.  Select 
each branch AP and change the mode as indicated 
in the following screen. Save the configuration and 
click the “Reset AP” button. The AP will rest and, 
after registering with the WLC, will have an additional 
H-REAP tab to allow for the additional configuration 
we will cover in the next part of this module.

Another benefit of H-REAP is that the AP can operate 
autonomously should it lose contact with the WLC 
due to a WAN outage, for example. This, however, 
would require additional configuration as the wire-
less authentication is carried out using services 
located across the WAN at the HQ and is outside the 
scope of this deployment guide.
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The following information is used for the branch site 
deployment:

Branch Data WLAN
VLAN 69
IP address 192.168.69.5
Netmask 255.255.255.0
Gateway 192.168.69.1
DHCP Server 192.168.64.1
SSID “CAB Br1 Access”
Silver QoS

Branch Voice WLAN
VLAN 70
IP Address 192.168.70.5
Netmask 255.255.255.0
Gateway 192.168.70.1
DHCP Server 192.168.64.1
SSID “CAB Br1 Voice”
Platinum QoS

The branch WLANs are configured using the same 
method as the headquarters WLANs, but with the 
following additional steps:

•	 When defining the interface, you may use a VLAN 
on the headquarters WLC; however, it will not be 
allowed on the core switches. It still needs to be 
defined to allow for the configuration of the IP 
parameters in order to match those required at 
the branch.

•	 When defining a WLAN at the branch that termi-
nates the traffic locally, check the H-REAP Local 
Switching box on the advanced tab.

Notes

After the WLANs have been defined, they need to 
be mapped to the correct local VLANs at the branch 
site. This is achieved on the Wireless>All APs page 
by selecting the branch AP and configuring the 
VLAN Mappings on the H-REAP tab.
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As WLANs are added to the system, they will be 
available on all APs by default; however, the ability 
to restrict WLANs to geographic regions or specific 
APs can be configured using the Configure menu on 
the Wireless>Radios page.

In this deployment, we restrict the WLANs to  
their specific sites, yet allow Guest to be available 
everywhere. 

The following enables only the headquarters and 
guest WLANs for an AP at the headquarters.

The corresponding configuration is made on the 
branch APs to allow only the local branch WLANs 
and the guest WLAN.
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The following interface and DHCP configuration  
was added to the branch router to support the 
branch WLANs:

ip dhcp pool Wireless_Access
   network 192.168.69.0 255.255.255.0
   domain-name cisco.com
   dns-server 192.168.28.10
   default-router 192.168.69.1
!
ip dhcp pool Wireless_Voice
   network 192.168.70.0 255.255.255.0
  domain-name cisco.com
  dns-server 192.168.28.10
   default-router 192.168.70.1
   option 150 ip 192.168.28.20 192.168.28.21

The 150 DHCP option for wireless voice pool 
provides the IP addresses of the Cisco Unified 
Communications Manager Configuration Servers 
and is therefore optional.

interface FastEthernet0/0.69
 description Wireless Access
 encapsulation dot1Q 69
 ip address 192.168.69.1 255.255.255.0

interface FastEthernet0/0.70
 description Wireless Voice
 encapsulation dot1Q 70
 ip address 192.168.70.1 255.255.255.0

Branch Site Access Switch Configuration
The branch access switch port configuration is 
different than the headquarters, as the data and 
voice VLANs terminate locally, thus requiring a  
trunk port configuration:

interface GigEthernet0/5
 description Wireless Access Point
 switchport trunk encapsulation dot1q
 switchport trunk native vlan 64
 switchport trunk allowed vlan 64,69,70
 switchport mode trunk
 srr-queue bandwidth share 10 10 60 20
 priority-queue out
 mls qos trust dscp
 auto qos voip trust
 spanning-tree bpduguard enable

Where VLAN 64 is the native data VLAN for this 
branch, VLAN 69 is the wireless data VLAN and 
VLAN 70 is the wireless voice VLAN.

Notes
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configuration in this example for the Cisco ASA 5510 
and other Cisco ASA 55xx Series appliances is:

interface management 0/0 
ip address 192.168.1.1 255.255.255.0 
nameif management 
security-level 100 
no shutdown
asdm logging informational 100
asdm history enable
http server enable
http 192.168.1.0 255.255.255.0 management
dhcpd address 192.168.1.2-192.168.1.254 
management
dhcpd lease 3600
dhcpd ping_timeout 750
dhcpd enable management

To configure the ASA via CLI, connect to the console 
port and use a terminal client.

The Internet edge is the point in the network where 
the company network connects to the Internet; this is 
the perimeter of the corporate network. At this point 
in the network, it is common to have a Firewall, a VPN 
appliance, and an IPS appliance. In this design, the 
Cisco Adaptive Security Appliance (ASA) is deployed 
at the Internet edge and performs the function in a 
single, low-cost device. In this section, we cover basic 
Firewall setup and VPN configuration. IPS will be 
covered in its own section since dedicated IPS appli-
ances and router-integrated IPS are also deployed at 
other places throughout the network.

Firewall Setup
The Cisco ASAs are set up as a highly available 
active/standby pair. Active/standby is used rather 
than an active/active configuration, because it is a 
much simpler configuration; it allows for the use of 
the same appliance for Firewall and VPN (VPN func-
tionality is disabled on the ASA in active/active), and 
the Internet link speeds in this design do not surpass 
the performance of a single ASA appliance. In the 
event that the active ASA appliance fails or needs 
to be taken out of service for maintenance, the sec-
ondary ASA appliance will take over all Firewall, IPS, 
and VPN functions. The ASA is running EIGRP on 
the inside to simplify the routing configuration and 
so changes to the campus and WAN do not require 
routing configuration changes on the ASA. There is a 
DMZ configured in case there is a need for Internet-
accessible servers to be hosted on site, but are not 
configured in this example. The inside interface is 
trunked to the core switch with a VLAN interface for 
corporate Internet traffic and another VLAN config-
ured for guest Internet access.

The Cisco ASA can be configured from the command 
line or from the graphical user interface Cisco Adap-
tive Security Device Manager (ASDM). The default 

Technology Overview
Security is an integral part of every network deploy-
ment today—both because of the need to have 
secure, reliably available networks and protect infor-
mation assets, and because of regulatory compliance 
requirements. With most networks connected to the 
Internet and potentially vulnerable to a constant bar-
rage of worms, viruses, and targeted attacks, compa-
nies must be vigilant in protecting their network, user 
data, and customer information. This section cov-
ers Firewall, VPN, and intrusion prevention systems 
(IPSs). As regulatory requirements vary by country 
and industry, this document will not be an exhaustive 
coverage of specific regulatory requirements.
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Basic Setup
To get the Firewall up and running, you need to 
configure the interfaces, setup routing, and failover. 
NOTE: IP addresses and specific interfaces in this 
example are only for demonstration purposes and 
will likely differ in your network. Refer to Figure x.x. 

First, configure the host and domain name for your ASA:

hostname [ASA5510]
domain-name cisco.com

Configure and enable password and console/telnet 
password:

enable password  [password]
passwd [password]
!

Next, the Firewall interfaces need to be configured so 
that connectivity to the inside and outside networks 
is enabled. You will notice that the interfaces have a 
standby IP address in addition to the main address. 
This is part of the failover Firewall configuration and 
will be covered more in the failover section. All inter-
faces on the ASA have a security-level setting. The 
higher the number, the more secure the interface. 
Inside interfaces are typically assigned 100, the high-
est security level, and outside interfaces are gener-
ally assigned 0. By default, traffic can pass from a 
high-security interface to a lower-security interface. 
In other words, traffic from an inside network is per-
mitted to an outside network, but not conversely.

In this configuration, multiple VLAN interfaces are 
trunked to Ethernet 0/0, the inside interface. The 31 
VLAN carries the internal corporate traffic and the 16 
VLAN is for wireless guest access. 

interface Ethernet0/0
 no nameif
 no security-level
 no ip address
!

cable connects the primary and secondary units on 
this interface. The failover interface is also the state 
failover interface, meaning that all session state is 
replicated from the primary to the standby unit on 
this interface. There can be a substantial amount of 
data, and it is recommended that this be a dedicated 
interface. To configure failover between two ASAs, 
here are the necessary commands:

failover
failover lan unit primary
failover lan interface failover Ethernet0/2
failover replication http
failover link failover Ethernet0/2
failover interface ip failover 192.168.30.1 
255.255.255.252 standby 192.168.30.2

A standby address must be configured for each 
shared interface between the active and standby 
ASAs. The standby will always be configured with 
the standby address. If the standby ASA becomes 
active, it will take over the primary address, and the 
other ASA in the pair will get the standby address if it 
is still online.

ip address 192.168.31.254  255.255.255.0 
standby 192.168.31.253 

As an option, the failover timers can be tuned to 
speed up failover in the event of a device or link 
failure. With the default, depending on the failure, 
the ASA can take from 2 to 25 seconds to failover 
to the standby unit. Tuning the failover poll times 
can reduce that to 0.5 to 5 seconds, depending on 
the failure. On an ASA with low to average load, the 
poll times can be tuned down without performance 
impact.

failover polltime unit 1 holdtime 3
failover polltime interface 1 holdtime 5

interface Ethernet0/0.16
 vlan 16
 nameif guest
 security-level 0
 ip address 192.168.16.254 255.255.255.0 
standby 192.168.16.253 
!
interface Ethernet0/0.31
 vlan 31
 nameif inside
 security-level 100
 ip address 192.168.31.254 255.255.255.0 
standby 192.168.31.253
!

Ethernet 0/1 is a DMZ network for hosts that need to 
be reached directly from the Internet.

interface Ethernet0/1
 nameif DMZ
 security-level 50
ip address 192.168.30.65 255.255.255.192 
standby 192.168.30.66 
!
interface Ethernet0/2
description LAN/STATE Failover Interface
!

Ethernet 0/3 is the outside interface and is con-
nected to the ISP. 

interface Ethernet0/3
 nameif outside
 security-level 0
 ip address 10.194.40.56 255.255.255.0 
standby 10.194.40.55 
!

Active/Standby Failover
For failover to work, both units have to be identi-
cal. They need to be the same model, with identical 
licenses and SSMs (if SSMs are installed). The sec-
ondary ASA unit needs to be powered up and cabled 
to the same networks as the primary. In this example, 
Ethernet 0/2 is the failover interface and a crossover 

Any underlined command should be entered on one line.
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Routing Configuration for ASA
As you can see, all the interfaces except the inside 
interface are set to “passive.” There are no other 
routers with which we want to communicate rout-
ing information on these interfaces—and we do not 
want to leak out any internal information to a less 
secure network. We are redistributing static routes, 
because the ASA is the gateway of last resort as the 
dedicated and only connection to the Internet from 
the corporate network. Redistributing static routes 
causes the ASA to advertise a default to the rest of 
the network so that if a specific network cannot be 
accessed, the traffic will route to the ASA and it will 
send the traffic out to the Internet. 

router eigrp 1
 network 192.168.0.0 255.255.0.0
 passive-interface guest
 passive-interface DMZ
 passive-interface outside
 redistribute static

route outside 0.0.0.0 0.0.0.0 10.194.40.1 1

Configuring NAT/PAT
One last step is required to get basic Internet con-
nectivity for inside hosts. Since the inside network 
is numbered using RFC 1918 addressing that is not 
Internet routable, we need to translate the inside private 
addresses to an outside public address. For this con-
figuration, we are going to translate all inside addresses 
to the public address of the outside interface.

global (outside) 1 interface
nat (inside) 1 192.168.0.0 255.255.0.0

Remote Management
After the initial setup of the ASA, you are able to con-
nect to the device remotely for convenient configura-
tion, management, and troubleshooting.

The following configuration allows for remote con-
nectivity from any internal network via HTTPS or SSH. 
The ASA can have limited access to just a single 
address or can be accessed through a management 
network by changing the network statements below:

http server enable
http 192.168.0.0 255.255.0.0 inside
ssh 192.168.0.0 255.255.0.0 inside 
ssh version 2

A username and password must be configured; this 
can be configured locally on the ASA, or the ASA can 
point at a server for AAA. As a safeguard, it is impor-
tant to have an account configured locally in case the 
ASA loses connectivity to the AAA server.

username cisco password [password]

Notes

TECH TIP: All passwords in this document 
are examples and should not be used in 
production configurations. Follow your 
companies password policy, or if no policy 
exists, a minimum of 8 characters with a 
combination of uppercase, lowercase, and 
numerals should be used.
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IPS
Cisco offers IPS in several form factors and per-
formance levels. IPS can be deployed on its own 
as a standalone service with the Cisco 4200 series 
appliances, integrated into the ASA with the SSM 
modules, or integrated into the ISR routers as an 
AIM module. All of the IPS devices deployed in this 
design are in promiscuous mode. This allows all the 
traffic in the network to be inspected without any 
possibility of network disruption. Once the normal 
traffic on the network is understood and a policy 
is created that satisfies the needs of the company, 
the IPS sensors can be switched from promiscuous 
mode to inline mode and begin actively blocking 
attack or out-of-policy traffic. If the company does 
not require inline functionality and is deploying IPS 
for compliance reasons, the sensors can be left in 
promiscuous mode where blocking is not required. 
Visibility into what is going on inside a corporate 
network is a great advantage when following up on 
possible attack, auditing policy, or general trouble-
shooting; the value of IPS in promiscuous mode 
should not be overlooked.

To configure the IPS module there is an initial setup 
script that needs to be run on the IPS. 

In this example, we are configuring the IPS module in 
an ASA. To start, log in to the ASA and session to the 
IPS SSM module:

ASA5510# session 1
Opening command session with slot 1.
Connected to slot 1. Escape character 
sequence is ‘CTRL-^X’.

The default username and password for the IPS is 
username:cisco password:cisco. If you are at this 
point on any of the Cisco IPS sensors, the setup is 
identical:

login: cisco 
Password:  
Last login: Tue Dec  9 12:28:24 on pts/1

This design has IPS deployed at three key locations 
in the network. The first IPS, the SSM-20 in the Cisco 
ASA 5510, is deployed in the Internet Edge. This sen-
sor gives the company the ability to look at traffic 
coming in and out of the network from the Internet 
and is a good inspection point for VPN traffic after 
it is decrypted. The second is a Cisco IPS 4200 
series sensor connected to the core of the network 
that can look at traffic off of selected VLANs. This 
sensor can inspect traffic to and from the server, 
between wireless and the wired network, and traffic 
going between the LAN and WAN. The third sen-
sor in this network is in the ISR at the branch. In the 
past, it was possible to centralize IPS at the headend 
of the WAN, since all traffic had to flow through the 
headquarters before it could get to anywhere else in 
the network. Today, though, it is common for branch 
sites to be able to communicate with other branches 
or even have Internet access directly with WAN tech-
nologies like MPLS.

IPS – Intrusion Prevention System

WANBranch

IPS SSM-20 in
the ASA 5510
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***NOTICE***
This product contains cryptographic 
features and is subject to United States 
and local country laws governing import, 
export, transfer, and use. Delivery of 
Cisco cryptographic products does not imply 
third-party authority to import, export, 
distribute, or use encryption. Importers, 
exporters, distributors, and users are 
responsible for compliance with U.S. and 
local country laws. By using this product 
you agree to comply with applicable laws and 
regulations. If you are unable to comply with 
U.S. and local laws, return this product 
immediately. A summary of U.S. laws governing 
Cisco cryptographic products may be found at:
http://www.cisco.com/wwl/export/crypto/tool/
stqrg.html

If you require further assistance,  
please contact us by sending email to  
export@cisco.com. 
    
    --- Basic Setup --- 
    --- System Configuration Dialog --- 

At any point, you may enter a question mark 
‘?’ for help. 

User ctrl-c to abort configuration dialog at 
any prompt.

Default settings are in square brackets ‘[]’. 

Current time: Tue Dec 9 11:52:58 2008 

Setup Configuration last modified: Tue Dec 09 
12:29:33 2008 

Finally, save the configuration. There is no need to go 
on to the advanced setup at this point. 

Enter your selection[3]: 2 
--- Configuration Saved --- 
Complete the advanced setup using CLI or IDM. 
To use IDM,point your web browser at 
https://<sensor-ip-address>.  sensor# exit

Remote card closed command session. Press any 
key to continue.

Command session with slot 1 terminated.
ASA5510#

Now that the IPS is reachable via the management 
interface, we can use the GUI for the remainder of 
the configuration. To access the sensor, connect to 
HTTPS://192.168.1.57. This is the screen you should 
see upon initial access:

Enter the hostname, IP address for the external man-
agement interface, and the networks from which the 
IPS module is reachable:

Enter host name[sensor]: IPSSSM20B 
Enter IP 
interface[192.168.1.2/24,192.168.1.1]: 
192.168.1.57/24,192.168.1.1 

Modify current access list?[no]: yes

Current access list entries:
  No entries 
Permit: 192.168.0.0/16 
Permit: 
Modify system clock settings?[no]:  

The following configuration was entered:

service host
network-settings
host-ip 192.168.1.57/24,192.168.1.1
host-name IPSSSM20B
telnet-option disabled
access-list 192.168.0.0/16 
ftp-timeout 300
no login-banner-text
exit
time-zone-settings
offset 0
standard-time-zone-name UTC
exit
summertime-option disabled
ntp-option disabled
exit  

[0] Go to the command prompt without saving 
this config.
[1] Return to setup without saving this 
config.
[2] Save this configuration and exit setup.
[3] Continue to Advanced setup.
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Since we are configuring several sensors in this network, we want to use 
Cisco IME (IPS Manager Express). It allows for management and monitoring 
of up to 5 IPS sensors from a single application. To download IME, go to the 
IPS initial webpage and the link provided to install on your local machine 
now. Next, launch IME and you should see the starting IME home screen.  
To add a sensor, click on the [add] button under devices.

At this point, for adding a sensor, we need to enter 
the sensor name, IP address, and the username and 
password. For IME to add the sensor, it must be run-
ning on a machine whose IP address is part of the 
permitted addresses in the network configured on 
the sensor during initial setup.
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You should receive a message asking if you want to accept 
the client certificate from the sensor. Review the certifi-
cate information and confirm that it matches the data you 
entered during setup. If everything is correct, click [yes].

Now click on [Configure] and [Time] and enter the IP address of your NTP server. 
Time synchronization is critical with IPS as this allows you to pinpoint the time 
an event occurred and compare it with other sensors in the network for optimal 
troubleshooting and system management.
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To get the default policy associated with an interface, click on [Policies] and 
then edit the existing virtual sensor.
 

In this case, the IPS module in the ASA only has one inter-
face. Select it, then click [OK] and [Apply].
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The basic sensor setup is now complete. Notably, all 
Cisco IPS sensors run the same software; therefore, 
the setup is always identical except for the number 
and type of interfaces that are associated with the 
virtual sensor.

Following are the model-specific instructions for 
sending network traffic to the sensor for inspection.

ASA 5510
This is a very basic policy that will match and inspect 
anything coming in or out of the ASA permitted by 
the access rules. The current mode is “promiscuous,” 
which means that the IPS will only inspect traffic and 
will not take any drop action.

access-list inside_mpc extended permit ip 
192.168.0.0 255.255.0.0 any

access-list outside_mpc extended permit ip 
any 192.168.0.0 255.255.0.0

class-map inside-class
 match access-list inside_mpc
class-map outside-class
 match access-list outside_mpc

policy-map IDS-Inside
 class inside-class
ips promiscuous fail-open sensor vs0
policy-map IDS-Outside
class outside-class
ips promiscuous fail-open sensor vs0

service-policy IDS-Inside interface inside
service-policy IDS-Outside interface outside

IPS module for inspection; the example ACL below 
directs all traffic to be inspected: 

access-list 199 deny  ip any any

If you wanted to forego inspecting HTTPS traffic, the 
ACL would look like this:

access-list 199 permit tcp any any eq 443
access-list 199 deny ip any any

IPS 4200 Connecting to IOS Switch
The IPS 4255 is connected to port Gigabit Ethernet 
1/0/9, and the monitor session sends all traffic from 
VLANs 1-31 to the interface for inspection. 

monitor session 1 source vlan 1 - 31
monitor session 1 destination interface 
Gi1/0/9

ISR 2811
The IPS AIM module in the ISR router has a straight-
forward configuration. The recommended and 
easiest way to configure the module is to set the 
IDS-Sensor interface as an unnumbered interface 
associated to a physical or loopback interface on the 
ISR. Then configure the IPS module so that it is using 
an IP address from the same subnet as the interface 
that it was assigned to. In this example, the module is 
set to run in a fail-open mode, this allows the module 
to be taken offline without causing a network outage.

interface IDS-Sensor0/0
 ip unnumbered Loopback0
 service-module fail-open
 hold-queue 60 out

To connect to the IPS AIM module in the router, enter 
the following command:

service-module ids-Sensor 0/0 session

For management access, the router needs a route to 
the IDS interface so it knows where to send the traf-
fic. Here is the route statement:

ip route 192.168.1.66 255.255.255.255 IDS-
Sensor0/0 

This command must be applied to any interface 
where traffic inspection is required. Most commonly, 
traffic inspection is applied where the Ethernet inter-
face connects to the local LAN. This is also where 
promiscuous or inline mode is specified. For initial 
deployment, promiscuous mode is preferred.

ids-service-module monitoring promiscuous 
access-list 199

The access list below rejects all traffic. Traffic that is 
permitted by the IPS ACL bypasses the IPS and traf-
fic that would be denied by the IPS ACL is sent to the 

Any underlined command should be entered on one line.
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The Cisco ASA supports IPsec, web portal, and full 
tunnel SSL VPNs for client-based remote access 
and IPsec for hardware client or site-to-site VPN. 
This section describes the basic configuration of 
remote access IPsec, web portal, and SSL VPNs for 
basic remote access, plus the configuration of Cisco 
EZVPN for hardware client (ASA 5505) access. 

For mobile workers or users that occasionally need 
remote connectivity, we recommend software clients 
such as the Cisco VPN Client and Cisco AnyCon-
nect Client. IPsec VPN requires the user to have 
client software already loaded and configured on 
their machine in order to connect and works best 
with corporate-owned machines such as laptops. 
SSL VPN access can use a web browser for portal 
access or the Cisco AnyConnect as a client. SSL 
access is more flexible and is likely to be accessible 
from more locations than IPsec, as few companies 
block HTTPS access out of their networks. With SSL, 
a restricted level of service can be offered when the 
user connects from unknown machines, thus provid-
ing greater security for the corporate network. 

A hardware client is a physical device like a small 
appliance or router that can provide an “always on” 
connection back to the corporate network. They are 
typically used in situations where the user connects 
regularly, for long periods of time, from a static loca-
tion, such as a home office user.

Remote Access VPN (SSL and IPsec) 
Setup
The ASA was configured for remote VPN access by 
adding a baseline configuration to the default con-
figuration on the appliance. Users are authenticated 
to the local Windows Domain Controller.

group-policy DfltGrpPolicy attributes
 dns-server value 192.168.28.10
 vpn-tunnel-protocol IPSec svc webvpn
 split-tunnel-policy tunnelspecified

The last part of the configuration is critical if the 
internal addresses are being NATed to the outside, 
which is commonly the case. The configuration 
below prevents the VPN clients’ return traffic from 
being NATed and lost when it is sent back from the 
corporate network. This creates a NAT 0 or NAT 
exempt rule going out of the Firewall that keeps traf-
fic sourced from the inside from being translated if 
the destination is the VPN-Pool of addresses. This is 
one of the most common errors; if left out, the conse-
quence is that a VPN client is connected, but cannot 
pass traffic. 

nat (inside) 0 access-list inside_nat0_
outbound
access-list inside_nat0_outbound extended 

permit ip 192.168.0.0 255.255.0.0 
192.168.30.128 255.255.255.128

If the web portal is being used, it is important to 
include the command:

http redirect outside 80

This will redirect any access to the outside interface 
on port 80 (HTTP) to port 443 (HTTPS). This also 
keeps users from having to type HTTPS://ssl.com-
pany.com to gain access to the portal.

 split-tunnel-network-list value RA_
SplitTunnelACL
 address-pools value VPN-Pool

This split tunneling access list tunnels all traffic with 
a destination address of 192.168.0.0/16, to the inter-
nal network. 

access-list RA_SplitTunnelACL standard permit 
192.168.0.0 255.255.0.0

Remote access clients are assigned an address from 
the pool VPN-Pool.

ip local pool VPN-Pool 192.168.30.129-
192.168.30.254 mask 255.255.255.128

tunnel-group DefaultRAGroup general-
attributes
 address-pool VPN-Pool

Web and IPsec VPN clients are authenticated to 
an AAA server called “AD” and, then, if the server is 
unreachable, the ASA falls back to local authentication.

 authentication-server-group AD LOCAL
tunnel-group DefaultRAGroup ipsec-attributes
 pre-shared-key [password]
tunnel-group DefaultWEBVPNGroup general-
attributes
 
address-pool VPN-Pool
 authentication-server-group AD LOCAL

Here is the config for the AAA server AD. The ASA 
supports several native authentication protocols and 
does not require an intermediate RADIUS server to 
authenticate users via protocols such as LDAP, NT 
domain, Kerberos, etc.:

aaa-server AD protocol nt
aaa-server AD (inside) host 192.168.28.10
 nt-auth-domain-controller 192.168.28.10

Any underlined command should be entered on one line.
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VPN Hardware Client Setup
The ASA will support a wide variety of routers as 
VPN hardware remote clients as well as the ASA 
5505. In this example, we are using the ASA 5505 for 
the remote hardware client.

Software Client Setup
On the client side for IPsec, the user needs the IP address or DNS name 
of the headend, the group name and password, and a username and pass-
word. For SSL VPN access, the user needs the IP address or DNS name of 
the headend and a username and password. 
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Hardware VPN
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Mobile

Internet
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Headend Configuration
The ASA 5510 headend configuration: 

IPsec encryption set to AES-128 and SHA-1. The ASA supports a wide 
range of transform sets including DES, 3DES, AES 128-256, and MD5 
and SHA algorithms. We are using AES-128 because it provides a good 
balance of security and performance.

crypto ipsec transform-set 5505SET  esp-aes esp-sha-hmac

Associate the 5505 dynamic crypto map to the 5505SET encryption 
algorithm:

crypto dynamic-map 5505DYN-MAP 5 set transform-set 5505SET

Set the lifetime in seconds and bytes so that the connection will rekey 
the IPsec tunnels after the specified period. 

crypto dynamic-map 5505DYN-MAP 5 set security-association lifetime 
seconds 28800

crypto dynamic-map 5505DYN-MAP 5 set security-association lifetime 
kilobytes 4608000

This configures the headend to advertise a route into the corporate  
network so that the remote network is reachable.

crypto dynamic-map 5505DYN-MAP 5 set reverse-route

This associates the crypto map with the outside interface where  
the ASA 5505 remotes will connect.

crypto map 5505MAP 60 ipsec-isakmp dynamic 5505DYN-MAP
crypto map 5505MAP interface outside

group-policy 5505Group internal

group-policy 5505Group attributes
 vpn-tunnel-protocol IPSec 
 ip-comp enable
 split-tunnel-policy tunnelspecified

We are re-using the same split tunnel policy from the client  
remote access configuration.

 split-tunnel-network-list value RA_SplitTunnelACL
 user-authentication-idle-timeout 480
 nem enable

username 5505site1 password [password] 
username 5505site1 attributes
 vpn-group-policy 5505Group

tunnel-group RA5505 type remote-access
tunnel-group RA5505 general-attributes
 default-group-policy 5505Group
tunnel-group RA5505 ipsec-attributes
 pre-shared-key [password]

This NAT 0 or NAT exempt rule prevents the return traffic to the  
VPN remote from being translated.

nat (inside) 0 access-list inside_nat0_outbound
access-list inside_nat0_outbound extended permit ip 192.168.0.0 
255.255.0.0 192.168.192.0 255.255.255.0

Remote Configuration
Here is the configuration for the remote ASA 5505.

NOTE: The pre-shared-key password and vpn client vpn group 
password need to match.

vpnclient server 10.194.40.56
vpnclient mode network-extension-mode
vpnclient nem-st-autoconnect
vpnclient vpngroup RA5505 password [password]
vpnclient username 5505site1 password [password]
vpnclient enable

Any underlined command should be entered on one line.
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Technology Overview
The Unified Communication (UC) deployment 
is greatly simplified by the products and con-
figurations in other modules. For example, access 
switches provide Power over Ethernet (PoE) for 
phone deployments without the need for a local 
power outlet. The entire network is preconfigured 
with quality of service (QoS) to support high-quality 
voice and video traffic. The choice of Headquarters 
(HQ) router in the wide-area network (WAN) module 
supports the public switched telephone network 
(PSTN) gateway function, as well as the conference 
bridge resources with the addition of packet voice 
digital signal processing (DSP) modules (PVDM) 
and the required interface card specific to the PSTN 
connectivity requirements, although at the HQ site, 
this is very likely to be a T1 or E1 PRI interface. In 
addition to the other hardware modules added to 
the router, the IOS code needs to include the “Voice” 
feature set. Beyond the wired network, the wire-
less network is also preconfigured for wireless UC 
devices, providing IP telephony over 802.11 Wi-Fi 
(referred to as mobility), not only at the HQ, but also 
within the branches. The security and mobility mod-
ule is also ready to provide soft phones via VPN, but 
also regular “hard” phones, which can be plugged 
into the Cisco ASA 5505, which provides PoE on 
two ports and connectivity back to the Cisco ASA 
5510 at the HQ site. Although not part of the founda-
tion configuration, the HQ Cisco ASA 5510 can also 
support a phone proxy, allowing the deployment of 
phones across the Internet in home offices without 
the Cisco ASA 5505 hardware VPN. Building upon 
this platform, we add three appliances to provide a 
highly available and scalable communications man-
ager and a voicemail system capable of email client 
integration.

The Cisco Unified Communications Manager (Uni-
fied CM) was chosen to provide the “PBX” func-
tionality for all users within the HQ, as well as the 
branch locations. Using two Cisco MCS 7835s for 
the platform and connecting each to a different 
switch within the server farm, there is a high level 
of availability designed in should a switch or MCS 
platform fail. The selection of the Cisco MCS 7835 
was a balance between flexibility for future services 
and cost. By selecting this platform, there is suffi-
cient capacity for multiple devices for each user. For 
example, you can enable a desk phone and a soft 
phone with enough computer telephony integration 
(CTI) to allow a high percentage of users to also have 
applications such as click-to-call or other applica-
tions remote control their phones. For phones not 
assigned to a specific user, such as public areas, 
meeting room phones, storage and break rooms, 
there is additional capacity available. Beyond the 
built-in capabilities, the platform can be extended 
to support other services including presence and 
instant messaging, advanced conferencing and col-
laboration, and contact center and video conferenc-
ing. The platform hardware includes redundant disk 
arrays (RAID) and dual power supplies to provide 
further high availability.  For the branch sites, the 
ISR-based router also includes the capability of pro-
viding phone services during a WAN outage or loss 
of connectivity to the HQ site. Survivable Remote 
Site Telephony (SRST) is configured within the router 
and automatically takes over during a failure.

Voicemail is considered part of the UC founda-
tion and is provided by a Cisco Unity Connection 
deployed on a Cisco MCS 7835 platform, allowing 
all 1000 users to have a voice mailbox accessible 
through the phone or integrated into their email cli-
ent. Unity Connection is deployed as a simple voice-
mail system, however, with additional configuration, 
will provide calendar-based call handling integra-

tion with Microsoft Exchange, Cisco MeetingPlace® 
Express, and other networkable voicemail systems 
as just a few options of this powerful application.

Unity Connection is deployed in the architecture as 
nonredundant, although the option can be added as 
required. The Unity Connection configuration is cov-
ered in the Rapid Deployment Method using the link 
provided at the end of this section.

Cisco Unified IP Phones
The choice of phone model depends on the user 
needs, the environment, and also price. Support 
for phone services and video would require at least 
Cisco 7942G or Cisco 7962G phones, with Cisco 
7945G and Cisco 7965G providing high-resolution 
color backlit screens and Gigabit Ethernet capabili-
ties. The Cisco 7931G and Cisco 7911G phones pro-
vide less functionality and, hence, are a lower-cost 
option. The Cisco 7921 and 7925 wireless phones 
provide mobility, with the Cisco 7937 conference 
station for conference room and IP Communica-
tor software client providing a desktop computer 
solution. These are only a selection of the possible 
phones that can be deployed, although highly rec-
ommended options.

Whichever phone is required, the use of Skinny 
Client Control Protocol (SCCP) is chosen as the 
signaling protocol, as this also provides video and 
expansion module capabilities. The wired phones 
use Cisco Discovery Protocol to acquire the voice 
VLAN configured in the access switch and then 
Dynamic Host Configuration Protocol (DHCP) to 
obtain an IP address, subnet mask, default gateway, 
domain name, domain name server address(es), 
and Option 150 information, which provides the two 
IP addresses of the Unified CMs, which allows the 
phones to download their configuration files and 
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firmware. Option 150 is added to the voice DHCP 
scopes and uses the “Publisher” Unified CM as the 
primary and Subscriber as the secondary option.

The following configuration provides DHCP for one 
of the voice subnets, where 192.168.28.20 is the IP 
address of the Publisher and 192.168.29.20 is the IP 
address of the “Subscriber” Unified CM:

ip dhcp pool voice
   network 192.168.12.0 255.255.255.0
   default-router 192.168.12.1
   dns-server 192.168.28.10
   option 150 ip 192.168.28.20 192.168.29.20
   domain-name cisco.com

The access layer will automatically negotiate PoE for 
the phone and also trust the QoS classification used 
by the phone for the various sessions, including sig-
naling, media, and other services.

Cisco Unified Communications Manager 
The first Unified CM appliance installed is known as 
the “Publisher,” as this contains the master database 
that all other Unified CMs within the same cluster will 
subscribe and are hence known as “Subscribers.” 
After the Unified CMs are installed and required ser-
vice enabled, the configuration can begin. The fol-
lowing are some of main recommendations on how 
to simplify the deployment of UC.

Media Resources
Media resources such as conference bridges, the 
Annunciator (system voice messages), and music 
on hold (MoH) need to be configured as required at 
each location. They need to be assigned to Media 
Resource groups and then to the Media Resource 
List that are then assigned to devices such as 
phones and gateways to use when needed. In this 
deployment, the conference bridges were deployed 
at each site to minimize the use of bandwidth over 
the WAN for calls with more than two parties. The 

Annunciator and MoH service are centrally located 
and use Unicast media by default. Another option 
that may be considered is Multicast MoH and either 
deploying centrally or utilizing the branch routers. This 
option however is not covered in the UC foundation.

An example conference bridge configuration for the 
Unified CM is:

The corresponding configuration in the HQ router 
that follows registers 10 conference bridge 
resources with the subscriber as the highest priority 
and the publisher as the second priority.

voice-card 0
 dsp services dspfarm

voice-port 0/0/1:23
ccm-manager sccp local Port-channel1 
sccp local Port-channel1.31
sccp ccm 192.168.29.20 identifier 2 priority 
1 version 7.0
sccp ccm 192.168.28.20 identifier 1 priority 
2 version 7.0
sccp

sccp ccm group 1
 bind interface Port-channel1.31
 associate ccm 2 priority 1
 associate ccm 1 priority 2
 associate profile 1 register hq_conf
 switchback method graceful
 switchback interval 60

dspfarm profile 1 conference
 description HQ Conference Bridges
 codec g711ulaw
 codec g711alaw
 codec g729ar8
 codec g729abr8
 codec g729r8
 codec g729br8
 codec g722-64
 codec ilbc
 maximum sessions 10
 associate application SCCP

Unified CM can, after some initial configuration, 
provide auto configuration for many of the device 
parameters as it moves from site to site, and also 
provides more rapid and less error-prone deploy-
ment mechanisms for static devices. The basis for 
this deployment method is a feature called device 
mobility. This works in Unified CM using the IP 
address of the device to apply a profile, therefore, 
dynamically assigning site-specific dial plan, media 
resources groups, local route groups, codec control 
(regions), and call admission control (locations) con-
figuration. This reduces the number of parameters 
needed to configure a device when it is added to the 
system, and also ensures the correct site-specific 
configuration is applied to a device, as it cannot be 
incorrectly configured. Should a device be sent to 
the wrong site, it will dynamically be configured with 
the correct configuration for the site it is located at.

Combining device mobility with extension mobility, 
it is possible to provide a mechanism where phones 
can be shipped directly to site, and all that needs to 
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configuring the branch gateway twice, once for 
MGCP and again for SIP.

All of the techniques discussed above are more fully 
documented in the Unified Communications SRND, 
along with additional guidelines for deploying Uni-
fied Communications.

The UC Rapid Installation Guide, a step-by-step pro-
cess for deploying Cisco Unified Communications 
Manager and Unity, can be found at Cisco.com

occur is to deploy the correct model of phone at the 
user’s desk. The user then logs in, and after authen-
tication, Unified CM applies a preconfigured user 
profile to the phone. The alternative is to configure 
each user’s device specifically and ensure the cor-
rect phone is shipped not only to site, but also to the 
correct user’s desk. The rapid deployment method 
provides a simplified replacement of change of 
phone. Device mobility benefits wireless and soft 
clients that roam from one site to another by ensur-
ing the correct resources, regions, and locations are 
assigned automatically.

Dial Plan
The goal of any dial plan is to provide a simple 
method for users to dial each other within a site, 
between sites, and to the PSTN. In addition, some 
restrictions on where a user may call may be 
required, and these are implemented as class of 
restrictions (CoRs). To achieve this, we will use 
various techniques that, when combined, provide 
a structured foundation to be customized and 
expanded by other applications.

Fixed Length Dial Plan

The DNs assigned to the lines are all the same 
length and consist of an 8, a site code of 2 digits, 
and then a 4-digit extension number. The number 
is then masked on the phone using the “text label” 
to indicate only the 4-digit extension number and, 
optionally, the user’s name. Configuring the external 
phone number mask allows the direct inward dialing 
(DID) or PSTN to be displayed on the “black stripe” at 
the top of the phones with full displays. So that users 
within a site can dial each other by the use of only 
the 4-digit extension, a site-specific translation pat-
tern is used that translates a 4-digit number to the 
8 + [Site Code] + extension number. Between sites, 
the users will dial the full 7 digits of 8 + [Site Code] + 

extension. For calls via the PSTN, they will dial either 
9 or 0, based on the local country requirements.

Local Route Groups

The local route group feature introduced in Unified 
CM version 7.0 simplifies the dial plan configuration 
required for each branch site. The feature allows 
Route Lists to contain Route Groups that are dynami-
cally allocated based on the location of the device. 
Prior to the introduction of this feature, there would 
be a route list and route group per site. Now, most of 
the dial plan is global, with only a small portion being 
required on a per-site basis.

PSTN Gateways
The gateways used for connectivity to the PSTN 
utilize the router platforms already deployed for the 
WAN in this architecture. The specific interface and 
protocol used for connectivity to the PSTN service 
provider will depend on the country, provider, and 
cost. Whichever option is used, the recommended 
protocol to connect the gateway to Unified CM at the 
HQ site is MGCP, as it combines simple configura-
tion with a large feature set.

As most of the MGCP gateways configuration is 
downloaded from the Unified CM, it requires only a 
minimal set of commands to make it operational. The 
rest is configured using the Unified CM Administra-
tive Interface.

The branch gateways could also utilize MGCP, how-
ever, this protocol cannot be utilized when there is 
no connectivity to the Unified CM servers or in the 
event of a WAN failure. Under these conditions, there 
would normally be a fallback protocol configured, 
such as Session Initiation Protocol (SIP) or H.323 for 
SRST to use for routing inbound and outbound calls 
via the PSTN. To further simplify the configuration, 
SIP is configured for use by Unified CM and is also 
available for SRST during a WAN failure. This avoids 

Notes
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For this deployment, we have modeled a single 
remote location (remote WAE-NM in branch router), 
a headquarters headend point (WAE Application 
Acceleration Appliance) to which all remote locations 
connect to as a data store, and a Central Manager 
(WAE Appliance) for managing and monitoring the 
WAAS network. As you add more branch locations, 
number of users, or the application type changes in 
the branches, you may need to modify the design. 

Setup Configuration
The following steps summarize the tasks required 
to perform a basic configuration of a WAAS using 
the Setup Utility. For additional installation help and 
configuration options, refer to Cisco Wide-Area 
Application Services Quick Configuration Guide 
and Configuring Cisco WAAS Network Modules 
for Cisco Access Routers (with respective sections 
noted below). 

Fill out checklist with appropriate values first. This 
will ensure proper configuration of the devices.

1. Use the Setup Utility and the WAAS CLI, beginning 
with the WAAS Central Manager, to configure the 
basic network settings and define the primary inter-
face and device mode for each of the WAEs. See the 
“Configuring the WAAS Central Manager” later in this 
section.

2. The Setup Utility includes choosing and enabling 
an interception method. For our design, we use the 
WCCP method, but there are other methods that 
may suit your environment better. We recommend 
that you discuss the options with an authorized 
Cisco representative who is a WAAS specialist. 

3. The Setup Utility prompts you for a list of inter-
cepting routers and enables TCP promiscuous mode 
on the WAEs. 

Technology Overview
WAN Optimization comes in many forms. Cisco 
Wide-Area Application Services (WAAS) is specifi-
cally designed to accelerate and optimize applica-
tion traffic over a company WAN. WAAS has mul-
tiple technologies for minimizing the transmission 
of traffic between the remote location and the main 
office, thus reducing bandwidth cost and operating 
commitment. One technology employed in WAAS is 
standard compression. Standard LZ compression 
saves 10 to 20 percent. But WAAS provides much 
more.  Another feature is Data Redundancy Elimina-
tion (DRE), a caching technology that only sends 
the delta of a file rather than the whole file back to 
the main office. Depending on the application, DRE 
can reduce the traffic between the remote location 
and main office by 40 percent to 80 percent. DRE 
technology enables enough bandwidth savings so 
that you may add other nondata applications such 
as voice and video over your existing network with-
out upgrading or incurring additional WAN charges. 
Another feature of WAAS is that while access to files 
appears to be local, they are actually stored at the 
main office/campus. This ensures proper backup 
and archival procedures can be applied along with 
the rest of the corporate data, removing the need for 
someone at the remote location to perform backup 
and archiving functions. In summary, the highlights of 
WAAS include:

•	 Significantly reduces the bandwidth needed 
between the remote locations and the main office

•	 Increases the application performance to LAN-
like speeds in those remote locations

•	 Reduces the OpEx needed to support remote 
locations by centralizing files and data in the 
main office

4. Using WCCP interception, configure WCCP Ver-
sion 2 on the routers as described in the “Configur-
ing WCCP” section.

5. Configure the Application Acceleration Appliances 
using their respective CLI. The CLI configuration for 
the Application Acceleration Appliances is very simi-
lar to the WAAS CM configuration. Use the values in 
the checklist to help guide you through the process. 
Access the WAAS Central Manager GUI to manage 
and monitor your WAAS network. See the “Accessing 
the WAAS Central Manager GUI and registering WAE 
devices” section.

6. Register the WAE devices with the CM. Verify that 
the WAAS application acceleration is working properly. 

For further help in this guide, refer to the “Checklist 
for Configuring a WAAS Network” at the end of  
this section.

Device Configuration
Configuring the WAAS Central Manager
Connect a serial cable to the console port on the 
WAAS device and power up the device.

Configure WAAS Settings from the command-line 
interface.

When a WAAS device starts up, you are prompted 
to run the first-time setup utility, which you use to 
set up the basic configuration for the device. When 
prompted, press Enter, and then enter the adminis-
trator password, which is default. 

The configuration prompt waits several seconds 
before proceeding with the WAE setup sequence.

If you want to quit the setup utility, you can press Esc 
at any time. Enter n at the first prompt to change the 
default settings. You must change the defaults to 
configure a WAAS Central Manager.
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Step 11: Configure NTP [none]:(Your NTP IP 
Address)

Configure the time zone of the device. Enter the time 
zone abbreviation, the number of hours offset from 
UTC (rounded down to the nearest whole number), 
and the number of minutes of any partial hour of 
offset. For example, if your time zone offset is -3:30, 
then you would set -3 for the hours offset and 30 for 
the minutes offset. 

Step 12: Enter timezone [UTC 0 0] :EST - 5 0

You will then see a summary of the information that 
you entered. Write down the IP address for future 
reference. You will need the IP address of the WAAS 
Central Manager device to launch the WAAS Central 
Manager GUI.

Accept the configuration when prompted. If you 
answer no (n), you can reenter and change any val-
ues (previous answers are used as the defaults). 

Based on the input, the following configurations will 
be done:

device mode central-manager
no central-manager address
no wccp version 2
interface GigabitEthernet 1/0
ip address 10.10.10.10 255.255.255.0
autosense
exit
ip default-gateway 10.10.10.1
ip name-server 172.19.228.233
ip domain-name  example.com
primary-interface GigabitEthernet 1/0
hostname waas-cm
clock timezone EST -5 0

Do you accept these configurations? (y/n) [y]: y

Apply the configuration when prompted. Once you 
apply the configuration, the device is visible on the 
network and it can be pinged. 

------------------------

Select device mode:

1. application-accelerator

2. central-manager

Enter your choice [1]: 2

This configuration takes effect after a reload.

Enable CMS automatically after reload? (y/n) [y]: y

------------------------

Select interface to configure as management inter-
face:

NO INTERFACE NAME STATUS IP ADDRESS NET-
MASK

1. GigabitEthernet 1/0 UP unassigned unassigned

2. GigabitEthernet 2/0 DOWN unassigned unas-
signed

Enter choice [1]: 1

Continue to answer the questions displayed in the 
setup utility. You can accept the default choice 
[shown in brackets] at a prompt by pressing Enter.

If you have Dynamic Host Configuration Protocol 
(DHCP) enabled in your network, enable DHCP on the 
WAAS device interface by answering yes (y) to the 
following question. If you do not have DHCP enabled 
in your network, answer no (n). No is the default.

Step 4: Enable DHCP on this interface? (y/n) [n]:

Continue to answer the questions displayed in the 
setup utility. 

When you see the prompt to configure a Network 
Time Protocol (NTP) server, we recommend that you 
enter the IP address of an NTP server, because clock 
synchronization between the WAEs in a WAAS net-
work is important. 

Would you like to apply the configurations? (y/n) [y]: y

After specifying the basic network parameters for 
the designated WAAS Central Manager, save the 
configuration, and then reload the system so that the 
new configuration will take effect. 

waas-cm# copy running-config startup-config
waas-cm# reload
Proceed with reload?[confirm] y
Shutting down all services, will Reload 
requested by CLI@ttyS0.
Restarting system.

The system reboots. The WAAS Central Manager 
configuration that you just configured is loaded on 
the WAAS device named waas-cm, which has now 
been designated as a WAAS Central Manager. 

When prompted, enter the administrator username 
(admin) and password (default) and press Enter. 

Username: admin

Password: 

System Initialization Finished.

CLI configuration of Application Acceleration 
Appliances using the values from your worksheet 
(see worksheet the end of this section), refer to 
the Cisco Wide-Area Application Services Quick 
Configuration Guide for your specific configura-
tion requirements.

Previous answers are used as the defaults.

Configuring WCCP
HQ and BRANCH Router WAAS Commands

Enable the WCCP protocol on the headquarters and 
branch router.

ip wccp version 2
ip wccp 61
ip wccp 62

Any underlined command should be entered on one line.
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NOTE: IP wccp version 2 will not show in configura-
tion file.

HQ Router WAAS Commands
On the internal or LAN interface (server farm fac-
ing) of the HQ router (3845), add the following com-
mands. We are applying the commands to the port 
channel, which is applied to the ports connected to 
the network core.

interface Port-channel1.31
 encapsulation dot1Q 31
 ip address 192.168.31.2 255.255.255.0
 ip wccp 62 redirect in
 

On the external router interface (WAN facing) of the 
HQ router (3845) add the following:

interface Serial0/0/0:0
 ip address 10.0.1.1 255.255.255.252
 ip wccp 61 redirect in

BRANCH Router WAAS Commands 

WCCP redirection commands on the LAN or client 
interface:

interface FastEthernet0/0.64
 description Access Subnet
 encapsulation dot1Q 64
 ip address 192.168.64.1 255.255.255.0
 ip wccp 61 redirect in

WCCP redirection commands on the WAN interface:

interface Serial0/0/0:0
ip address 10.0.1.2 255.255.255.252
ip wccp 62 redirect in

Here are the steps for adding the WAE headend and 
branch devices to your WAAS CM:

Accessing the WAAS Central Manager GUI 
and Registering WAE Devices

Step 1: Log in to the web interface for your CM. At 
your browser, enter the IP address with the following:

https://xxx.xxx.xxx.xxx:8443

So if the IP address for the CM, which we entered in 
the configuration, is 192.168.28.100, an example of 
what we would enter is https://192.168.28.100:8443.

Click yes on the security screen and you will be pre-
sented with the following:

 

Notes

Any underlined command should be entered on one line.
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Step 2: Log on to remote WAE devices and register with CM.

Enter the IP address of the WAE device you want to register in the same format as you did 
with the CM. https://xxx.xxx.xxx.xxx:8443

Type in default username: admin, default password: 
default or username and password you defined and 
click on the Login button.

You should be at the dashboard view. Click on View 
All Devices. The CM will see the devices, but their 
status will be red until you register them with the CM. Type in default username: admin, default password: default or username and password you defined.

Click on registration tab.
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The lights should all be green and the WAAS network is now optimizing traffic across your WAN. 
You will need to generate traffic and view some of the graphics on the CM to confirm.

Step 3: Enter IP address of the WAAS CM and click 
on Register.

Repeat Steps 2 and 3 for other WAE devices.

Go back to CM and view the devices from the dash-
board. Click on the refresh button    and the status 
for the devices should change to green.
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Checklist for Configuring a WAAS Network
Table 1 specifies the different parameters and data needed to set up and configure the WAAS network. For 
your convenience, you can enter your values in the table and refer back to it when configuring the WAAS network. 
The values you enter will differ from those in this example; these are for demonstration purposes only.

Table 1. Checklist of WAAS Network System Parameters

Parameter WAAS Central  
Manager Values

Main Office  
WAE Values

Branch Office WAE Values –  
You will need one Branch 
column for each branch

Interface Speed Default Default Default

Duplex Mode

IP Address 192.168.28.100 192.168.31.10 192.168.68.2

Subnet Mask 255.255.255.0 255.255.255.0 255.255.255.0

Default Gateway 192.168.28.1 192.168.31.1 192.168.68.1

DNS Server 1 192.168.28.10 192.168.28.10 192.168.28.10

DNS Server 2

DNS Domain cisco.com cisco.com cisco.com

WAAS Device  
(Hostname)

WAAS-CM WAAS-HE Branch-1

Windows Domain

IP Addresses of Routers 
Intercepting Traffic with 
WCCP

NTP Server (Optional)

Time Zone (Optional)
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Medium Business Deployment Product List

Functional Area Product Part Numbers Software Version

250-600 Network Core Catalyst 3750G  
Stackable 12 Port SFP

WS-C3750G-12S-S 
Catalyst 3750 12 SFP + IPB Image

12.2-40.SE

500-1000 Network Core Catalyst 4507R
Dual Supervisors
Dual Power Supplies

WS-C4507R-E               Cat4500 E-Series 7-Slot Chassis, fan, no 
ps, Red Sup Capable
WS-X4624-SFP-E         Catalyst 4500 E-Series  
24-Port GE (SFP)
WS-X45-SUP6-E           Catalyst 4500 E-Series  
Sup 6-E, 2x10GE(X2) with Twin Gig 

12.2-46.SG

Headquarter access for PC, 
phones, APs, other devices

Catalyst 3750G 
Stackable 24 Ethernet 10/100/1000 
ports with PoE and 4 SFP ports
Cisco Catalyst 3560G 
24 & 48 Ethernet 10/100/1000 ports 
with PoE and 4 SFP ports

WS-C3750G-24PS-S 
Catalyst 3750 24 10/100/1000T PoE + 4 SFP + IPB Image
WS-C3750G-48PS-S 
Catalyst 3750 48 10/100/1000T PoE + 4 SFP + IPB Image
WS-C3560G-24PS-S 
Catalyst 3560 24 10/100/1000T PoE + 4 SFP + IPB Image
WS-C3560G-48PS-S 
Catalyst 3560 48 10/100/1000T PoE + 4 SFP + IPB Image

12.2-40.SE

Server room switch Catalyst 3750G  
24 & 48 Ethernet 10/100/1000 ports and 
4 SFP ports
Catalyst 3560G 
24 & 48 Ethernet 10/100/1000 ports and 
4 SFP ports

WS-C3750G-24TS-S1U  
Catalyst 3750 24 10/100/1000 + 4 SFP + IPB Image; 1RU
WS-C3750G-48TS-S1  
Catalyst 3750 48 10/100/1000 + 4 SFP + IPB Image
WS-C3560G-24TS-S  
Catalyst 3560 24 10/100/1000T + 4 SFP + IPB Image
WS-C3560G-48TS-S  
Catalyst 3560 48 10/100/1000T + 4 SFP + IPB Image

12.2-40.SE

Headquarters WAN router Cisco Integrated Services Router  
ISR 3845

CISCO3845
HWIC-2CE1T1-PRI

12.4.22T

Branch WAN router Cisco Integrated Services Router
ISR 2811

C2811-VSEC-SRST/K9
HWIC-2CE1T1-PRI

12.4.22T

Branch router modules Wide Area Acceleration Module
Intrusion Prevention Module

NME-WAE-502-K9
AIM-IPS-K9

4.1.1
6.1
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Functional Area Product Part Numbers Software Version

Branch Switch Catalyst 3750G
Stackable 24 & 48 Ethernet 
10/100/1000 ports with PoE and 4 SFP 
ports
Cisco Catalyst 3560G 
24 & 48 Ethernet 10/100/1000 ports 
with PoE and 4 SFP ports

WS-C3750G-24PS-S  
Catalyst 3750 24 10/100/1000T PoE + 4 SFP + IPB Image
WS-C3750G-48PS-S  
Catalyst 3750 48 10/100/1000T PoE + 4 SFP + IPB Image
WS-C3560G-24PS-S  
Catalyst 3560 24 10/100/1000T PoE + 4 SFP + IPB Image
WS-C3560G-48PS-S  
Catalyst 3560 48 10/100/1000T PoE + 4 SFP + IPB Image

12.2-40.SE

Internet Edge Firewall Adaptive Security Appliance
ASA 5510 with the SSM-10 IPS Module

ASA5510-AIP10-K9 8.0.4.ED

Headquarters— 
Intrusion Prevention  
System

Cisco Intrusion Prevention System 
4200 Series

IPS-4240-K9 (300 Mbps)
IPS-4255-K9 (600 Mbps)
IPS-4260-K9 (2 Gbps)

6.1

Application Acceleration
Headquarters CM
Headquarters endpoint

WAE 512 -1
WAE 512 -1

WAE-512-K9
Wide-Area Application Engine 512, 1GB MEM,  
No HDD Incl.

WAAS 4.1.1

Wireless Access Points 1140 Fixed with Internal Antennas
1250 Ruggedized, External Ant.

AIR-LAP1142N  (Country-specific)
AIR-AP1252AG  (Country-specific)

Wireless LAN Controller WLC 4402 AIR-WLC4402-25-K9 5.1

Unified Communications Cisco Unified Communications 
Manager—MCS 7835 CMC1

Cisco Unity Connections
                 MCS 7825 UCB1

MCS7835I2-K9-CMC1  (2 required)
MCS7825I3-K9-UCB1

Hardware Only

7.0

7.0
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Functional Area Product Part Numbers Software Version

Phones CP-7921G Wireless Phone
CP-7925G Wireless Phone
CP-7931G Multibutton Phone
CP-7937G Conference Phone
CP-7942G B&W Display Phone
CP-7962G B&W Display Phone
CP-7945G Color Display Phone
CP-7965G Color Display Phone
CP-7975G Color Executive Phone
IPCOMM7-SW Soft Phone

A wide variety of phone models are available that meet specific 
needs of the user and the country they are deployed in.

Teleworker Adaptive Security Appliance
ASA 5505

ASA5505-BUN-K9
ASA 5505 Appliance with SW, 10 Users, 8 ports, 3DES/AES 8.0.4
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